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Abstract—This paper deals with lossy compression of 

medical images in dentistry. For this purpose, we use AGU-M 

coder based on discrete cosine transform. A peculiarity of the 

proposed approach is that visually lossless compression is 

carried out without iterations and, due to this, in a fast way. 

Invisibility of introduced distortions and/or artifacts is 

provided by a proper setting of a fixed scaling factor that 

controls compression. This allows reaching a desired quality of 

compressed images characterized by PSNR-HVS-M.  

Experiments are performed for a set of dental images 

produced by Morita imaging system. Image visual quality has 

been analyzed by a group of dentistry experts. It is shown that 

the proposed approach provides several benefits compared to 

earlier designed counterparts, in particular, a larger 

compression ratio. 

Keywords—image quality, lossy compression, dentistry, noise 

properties.  

I. INTRODUCTION  

Images of various origin are widely used in numerous 
modern applications including CAD [1], remote sensing [2], 
infocommunications [3], e-learning [4], non-destructive 
control [5]. Recently, the abbreviation CAD has also become 
used for computer aided diagnosis [6]. In general, imaging 
and image analysis have been employed in medicine for 
many years and in various areas [6-12]. Dentistry is a typical 
area where imaging and image analysis are widely exploited 
[12, 13]. Volume of acquired data in special clinics and 
diagnostic centers increases quickly because of two main 
reasons. First, mean image size increases due to 
improvement of spatial resolution of imaging systems. Fig. 1 
shows examples of dental images acquired in two modes of 
operation of Morita system, panoramic X-ray 
(Veraviewepocs 3D R100 J) [14]. The size of the image in 
Fig. 1, a is 2625x2304 whilst the size of the image in Fig. 1, 
b is 2761x1504. Second, a lot of images can be acquired 
each day. So, it can be a problem to send several images in 
one mail to a given patient or expert or to store all acquired 
images.  

Due to this, image compression is widely used in 
medicine in general [15-17] and in radiology imaging in 
particular [18-20]. Lossless compression (archiving) usually 
does not produce a desired effect of sufficient reduction of 
image(s) size. Because of this, lossy compression is used. 
However, in medical imaging applications lossy compression 
should be employed with a special care not too loose 
important diagnostic information.  

Because of this, several approaches have been designed. 
One of them is to limit the compression ratio (CR) for a 

given type of medical images [18, 19, 21] to avoid too large 
distortions. Such approach does not adapt to image content 
or noise properties and, due to this, all possible benefits 
cannot be reached.  

 

a  

 

b 

Fig. 1. Examples of large size dental images acquired in different modes 

Another approach can be based on visual quality metrics 
[3, 20, 22, 23]. This approach presumes the following 
statements. First, visual quality metrics are able to 
adequately characterize image quality [3, 22]. Second, there 
are threshold values that correspond to invisibility of 
introduced distortions under condition of the largest possible 
CR. Third, there are reasonably fast ways to reach these 
threshold values with appropriate accuracy.  

Currently, there are quite many visual quality metrics that 
correlate with mean opinion score well [3, 23]. In particular, 
for grayscale images, these are multiscale SSIM (MS SSIM) 
[24] and peak signal-to-noise ratio with taking into account 
human vision system and masking (PSNR-HVS-M) [25]. 
Distortion invisibility threshold values for these metrics have 
been approximately determined. For MS SSIM, distortions 



are practically invisible is MS SSIM is larger than 0.985 (the 
maximal value of MS SSIM equals to unity and relates to 
perfect quality). For PSNR-HVS-M, the threshold is about 
41 dB – larger values of PSNR-HVS-M practically guarantee 
that distortions cannot be noticed [23].  

There are iterative procedures [26] that presume multiple 
image compression, decompression, metric determination 
and coder parameter changing that provide a desired metric 
value with very high quality. A drawback of this approach is 
that number of iteration can be quite large and a priori 
unknown. Due to this, compression might take a lot of time 
and be inappropriate for practice especially if a used coder is 
not fast enough [20]. To get around this shortcoming, a fast 
non-iterative procedure has been recently proposed in [20] 
for advanced DCT-based coder (ADCTC) [27]. This coder 
employs optimized partition scheme and, due to this, 
provides high efficiency of image compression according to 
peak signal-to-noise ratio (PSNR) [26]. However, it is less 
fast (especially at compression stage when partition scheme 
is optimized) compared to JPEG and JPEG2000. As the 
result of analysis in [20], the recommendation to set 
quantization step (QS) equal to 12 is given and CR in the 
limits from 7 to 21 for 512x512 pixel fragments is provided. 
The ensured PSNR-HVS-M is in the limits from 40.5 to 46.9 
dB, i.e. distortions are invisible. This has been proven by 
experiments carried out by dentists.   

Meanwhile, the results presented in [26] show that it is 
possible to expect better results from compression techniques 
oriented on providing high quality according to visual quality 
metrics. One of them is AGU-M [26] that uses DCT in 
32x32 pixel blocks, employs efficient bit plain coding of 
quantized DCT coefficients and embedded deblocking after 
decompression. Benefits of AGU-M deal with non-equal 
quantization of DCT coefficients that takes into account 
peculiarities of HVS.  

Meanwhile, advantages of AGU-M have been 
demonstrated in [26] for noise-free images. Real-life X-ray 
dental images are noisy [28] and this fact can influence 
performance of AGU-M. Therefore, the goal of this paper is 
to carefully analyze performance characteristics of AGU-M 
for dental images and compare them to results earlier 
presented in [20]. Another goal is to give practical 
recommendations on setting the scaling factor for AGU-M to 
guarantee that distortions are invisible. 

II. PECULIARITIES OF IMAGE LOSSY COMPRESSION 

Lossy compression techniques are characterized by the 

so-called rate-distortion curves. These rate distortion curves 

can be expressed in various ways, as dependence of some 

indicator of image quality on some parameter describing 

compression. As an indicator of image quality, PSNR is 

most often used although visual quality metrics can be 

employed as well. As parameter describing compression, 

CR or bpp (bits per pixel) are most often used although 

parameters that control compression (PCC) like quantization 

step (QS) in ADCTC, scaling factor (SF) or quality factor 

(QF) like in JPEG can be employed as well. This is because 

CR is connected with these parameters. A larger CR 

corresponds to a larger QS, SF or QF.  

  

A. Preliminary Analysis 

Usually rate-distortion curves are monotonous and they 
allow comparing properties of different coders for a given 
image. It is also possible to analyze properties of a given 
coder for different images depending upon their complexity. 
Fig. 2 gives an example of PSNR on CR for four coders 
(SPIHT, JPEG2000 [28], ADCTC and AGU-M for 512x512 
pixel fragment of complex structure. As one can see, the 
coder ADCTC is the best according to the metric PSNR (Fig. 
2) but AGU-M is the best according to the metric PSNR-
HVS-M (Fig. 3).  

 

Fig. 2.   Dependence of PSNR on CR for four image compression techniques 

 

Fig. 3.   Dependence of PSNR-HVS-M on CR for four image compression 
techniques 

It is also worth recalling that invisibility thresholds for 
these metrics are 36 dB and 41 dB, respectively. Then, CR 
can be about 40 according to PSNR and about 15 according 
to PSNR-HVS-M. We rely more on PSNR-HVS-M since it 
is essentially more adequate to visual quality. Certainly, CR 
also depends upon a coder.  

B. Noise Properties 

Compression of noisy images has several peculiarities 
discovered more than twenty years ago [30-32]. It has been 
shown that lossy compression being applied to noisy images 
has specific filtering effect that can be considered as positive. 
Meanwhile, the impact is positive only under certain 
conditions – if distortions of information content are not 
large.  

There are different approaches to lossy compression in 
this case. In particular, it is possible to carry out compression 
in the neighborhood of the so-called optimal operation point 
if it exists. Meanwhile, for our case, another approach seems 
reasonable – MSE of introduced distortions should be 
sufficiently smaller than equivalent variance of the noise. 
Noise properties have been studied in our paper [28] and it 
has been demonstrated that noise is spatially correlated and 
signal dependent. Equivalent variance depends on imaging 
mode and mean level of entire image or a considered image 



fragment. Equivalent variance changes from 10-20 to 100-
200 for different considered fragments [28].  

It is worth explaining here why we are interested in 
compression of image fragments. First, large size images are 
analyzed by doctors using different type of devices including 
those ones having small screen, Then, they actively use 
image scrolling. Second, not all parts of large size images 
can be interesting for diagnostic purposes. Often, particular 
fragments of interest are studied in natural size. Thus, we 
have to be sure that for none image fragment of large size 
image distortions are visible.  

III. EXPERIMENTAL RESULTS FOR IMAGE FRAGMENTS 

Large size images presented in Fig. 1 have been divided 
into 20 fragments of size 512x512 pixels and different 
dependences have been obtained for them. Scaling factor 
which is a specific QS for the considered coder has been 
varied from 1 to 29 with the step equal to unity. Then, 
PSNR, PSMR-HVS-M, MS SSIM and CR have been 
determined for each fragment and each QS. So, let us present 
the obtained data and analyze them.  

Data for PSNR depending on QS are given in Fig. 4. An 
obvious tendency to PSNR reduction with QS increasing is 
observed. For the same QS, PSNR values vary in rather wide 
limits where the smallest values are observed for the most 
complex structure fragments and/or if noise intensity is the 
highest. According to the obtained data, QS should be about 
8 to provide invisibility of introduced distortions with high 
probability.  

 

Fig. 4.   Data for PSNR on QS for twenty image fragments compressed by 
AGU-M 

Fig. 5 presents similar data for MS SSIM on QS. As one 
can see, visual quality decreases if QS increases. The 
conclusion based on MS SSIM data is the same – QS should 
be about 8 or smaller to guarantee invisibility of distortions.  

 

Fig. 5.   Data for MS-SSIM on QS for twenty image fragments compressed 
by AGU-M 

It can be also interesting to see what CR are provided by 
the analyzed coder and what are image quality characteristics 
in this case. The obtained data are presented in Figures 6-8. 
Their analysis shows the problems of the approach 
mentioned in Introduction where researchers recommend to 
set CR not larger than a recommended one to avoid 
appearance of visible distortions. According to this approach, 
it is not reasonable to produce CR>10 – then the considered 
metrics are practically always above the corresponding 
distortion invisibility thresholds. Meanwhile, analysis shows 
that there many cases when the image fragment can be 
compressed with CR about 20 or even larger providing that 
image quality is acceptable.  

 

Fig. 6.   Data for PSNR on CR for twenty image fragments compressed by 
AGU-M 

 

Fig. 7.   Data for MS-SSIM on CR for twenty image fragments compressed 
by AGU-M 

 

Fig. 8.   Data for PSNR-HVS-M on CR for twenty image fragments 
compressed by AGU-M 

Finally, Fig. 9 presents the most important results. These 
are data for PSNR-HVS-M metric for different QS. These 
results are in good agreement with data in Figures 4 and 5 
and conclusions drawn from them QS should be between 8 
and 9. To provide correctness of comparisons, we have 
found QS that provides the same mean PSNR-HVS-M (equal 
to 42.5 dB) as in [20]. This QS is equal to 8.8. Its use 
provides variation of PSNR-HVS-M in the limits from 41.1 
to 45.1 (more narrow than in [20]) and CR variation in the 



limits from 9.4 to 35.0 (both minimal and maximal values 
are larger than the corresponding values in [20], 7 and 21, 
respectively). Thus, three benefits are provided 
simultaneously compared to the method [20] – more accurate 
providing of the desired quality, larger CR and, finally, faster 
compression since AGU-M compresses images by about 4.7 
times faster and decompresses by about 1.2 times faster than 
ADCTC.  

 Fig. 9   Data for PSNR-HVS-M on QS for twenty image fragments 
compressed by AGU-M 

IV. EXPERIMENTS WITH EXPERTS 

Despite reasonable adequateness of the used visual 
quality metrics, it was necessary to verify the obtained 
results by attracting specialists that are experts in dental 
image analysis and diagnostics. Recall that panoramic X-ray 
is a unique technology that allows a dentist to see both jaws 
and associated structures. Then, a good quality image is the 
main tool for correct diagnosis. Also recall that the research 
methodology consists of four main stages, i.e. clinical 
examination of a patient, radiographs data collection, image 
evaluation and result validation. The first step was done at 
the University Dental Center, Kharkiv National Medical 
University, Ukraine. All procedures carried out in the dental 
office have been performed in accordance with the protocols 
for the provision of dental care to the population in Ukraine. 
The standard procedure include questioning the patient (if a 
child, then both parents), clinical examination using standard 
equipment, and indications for X-ray examination 
(panoramic X-ray, lateral cephalography, if necessary).  

In our case, the total amount of patients undergoing 
diagnostic X-ray examination was equal to 132. After 
clinical examination, the patient visited the diagnostic 
radiographic laboratory, where he/she has underwent the X-
ray examination (equipment - The Veraview X800, Morita, 
Japan) according to the list of indications. The total amount 
of X-ray images that were evaluated by specialists was equal 
to 132 (104 orthopantomography images and 28 lateral 
cephalograms). After the radiographic examination, its 
results were sent to the University Dental Center by email. 
Image IDs such as name and gender were not accompanied 
to protect patient privacy. The images file format was limited 
to JPG or DICOM, and they were sent by email as an 
attachment.  

To ensure an effective assessment, dentists who have 
worked in dental clinic for three or more years have 
evaluated the radiographic images. Prior to this study, seven 
dentists (orthodontists and pedodontists) were trained to 
evaluate radiographic images, and objective criteria for 
image quality were discussed. All dentists (evaluators) have 
rated the overall quality of the X-ray image into the 
following categories: 1. optimal for diagnosis, 2. adequate 

for diagnosis, 3. poor but possible for diagnosis, and 4. 
unrecognizable, insufficient for diagnosis (the classification 
was based on the Clinical Image Quality Evaluation Chart).  

After clinically examining the patients and obtaining an 
image, doctors visually evaluated the radiographic image on 
a computer monitor or smartphone using the maximum 
zooming of the image. The first stage of the experiment - the 
dentists analyzed the images anonymously, without 
information about the type of image - "original" or 
"compressed" in accordance with the established 
qualification criteria. The second step was a detailed analysis 
of known compressed and original images and a qualification 
assessment. 

The results of the first step of the experiment 
(anonymous evaluation) have showed that 84 images were 
considered “optimal for diagnosis” according to evaluation 
criteria. 35 were “adequate for diagnosis” and 13 were “poor 
but diagnosable”. The most important result for clinicians 
was that no image was not classified as “unrecognizable”. 

 During the second step of the experiment, after 
comparison of "original" or "compressed" images, practically 
the same result was observed. According to the grades of 
evaluation, almost all the images were referred to the same 
groups. One image, after a proper evaluation of the 
clinicians, moved from “poor but diagnosable” to “adequate 
for diagnosis”. So even in cases where minor changes were 
found, they were not associated with a loss in the quality of 
useful diagnostic information.  

 Let us present some results. Fig. 10 shows the fragment 
with simple structure and, mostly, low noise for which the 
largest CR has been attained.  

 

Fig. 10   The image fragment for which the largest CR=34.96 has been 
attained; PSNR-HVS-M=41.99 dB, SF=8.8 for AGU-M 

 

Fig. 11   The image fragment for which SF=20, CR=119,                     
PSNR-HVS-M=36.78 dB 



 

Fig. 12   The image fragment for which the smallest CR=9.38 has been 
attained; PSNR-HVS-M=45.14 dB, SF=8.8 for AGU-M 

Fig. 11 shows what happens if SF is sufficiently smaller 
than recommended. Comparison of images in Figures 10 and 
11 indicates that distortions are visible. Finally, Fig. 12 
demonstrates an example of complex structure fragment 
compressed with small CR.   

V. CONCLUSIONS 

In this paper, we have put forward the approach to 
visually lossless compression of dental images. It uses the 
DCT-based coder AGU-M. The advantages of this approach 
are that it is fast, non-iterative, its CR is adaptive to image 
complexity, and a desired quality is provided with a rather 
high accuracy. This guarantees that introduced distortions are 
invisible and diagnostically important information is 
preserved. 
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