
 

 

Ivan Franko National University of Lviv 

IEEE Ukraine Section 

IEEE Ukraine Section (West) MTT/ED/AP/EP/SSC Societies Joint Chapter 

 

 

 

 

 

 

 

2019  

XIth International Scientific and Practical Conference on 

ELECTRONICS AND INFORMATION 

TECHNOLOGIES 

(ELIT) 

 

PROCEEDINGS 
 

 

 

 

 

 

 

 

 

September 16 – 18, 2019 

Lviv, Ukraine 



 

 

ORGANIZERS: 

• Ivan Franko National University of Lviv (Ukraine) 

• IEEE Ukraine Section (Ukraine) 

• IEEE Ukraine Section (West) MTT/ED/AP/EP/SSC Societies Joint Chapter 

(Ukraine) 

 

PARTNERS: 

• G. V. Karpenko Physico-Mechanical Institute of the NAS of Ukraine (Ukraine) 

• Lviv Centre of Institute for Space Research of NAS of Ukraine and SSA of Ukraine 

(Ukraine) 

• Lviv IT Cluster (Ukraine) 

• Scientific Center of Polish Academy of Sciences in Kiev (Poland, Ukraine) 

• Lublin University of Technology (Poland) 

• Institute of Information Technology, Lodz University of Technology (Poland) 

• University of Zielona Góra (Poland) 

• Bohdan Dobrzański Institute of Agrophysics (Poland) 

 

 

 

 

 

2019 XIth International Scientific and Practical Conference on  

Electronics and Information Technologies (ELIT) 

 

 

Part Number CFP19LIT-ART 

 

ISBN 978-1-7281-3561-8 

 

Copyright and Reprint Permission: Abstracting is permitted with credit to the source. 

Libraries are permitted to photocopy beyond the limit of U.S. copyright law for private use 

of patrons those articles in this volume that carry a code at the bottom of the first page, 

provided the per-copy fee indicated in the code is paid through Copyright Clearance 

Center, 222 Rosewood Drive, Danvers, MA 01923. For reprint or republication 

permission, email to IEEE Copyrights Manager at pubs-permissions@ieee.org.  

All rights reserved. Copyright ©2019 by IEEE 



2019 XIth International Scientific and Practical Conference on Electronics and Information Technologies (ELIT) 

v 

 

Understanding the Basics of the Model-Based Techniques for Control Engineers with Simulink and 

BeagleBone Black: Processor-in-the-Loop Simulation of a DC Motor Speed Control 

Oleksiy Kuznyetsov ................................................................................................................................... 67 

Oxygen Saturation Variability: Healthy Adults 

Gennady Chuiko, Olga Dvornik, Yevhen Darnapuk, Yaroslav Krainyk .................................................. 72 

Sliding Mode Interval Controller for the Mobile Robot 

Roman Voliansky, Oleksandr Sadovoi, Yuliia Sokhina, Iurii Shramko, Nina Volianska ......................... 76 

Solution of Filtering and Extrapolation Problems when Constructing  

Recovery Control in Stochastic Differential Systems 

Oleg Mashkov, Vadym Ptashnyk, Viktor Chumakevych ........................................................................... 82 

The Concept of Machine Learning and Elliptic Curves United Approach  

in Solving of the Factorization Problem 

George Vostrov, Ivan Dermenzhy ............................................................................................................. 87 

Mathematical Modeling of Complex Dynamical Systems when Changing their Structure 

Bohdan Melnyk, Nataliya Melnyk, Zoriana Melnyk ................................................................................. 92 

Fractal Analysis of Porous Structures Using a Fuzzy Logic System 

Igor Olenych, Yurii Olenych, Andriy Kostruba, Yaroslav Pryima ........................................................... 97 

Dynamic Processes of Formation Classes of Prime Numbers in a Probabilistic  

Model of Mathematical Computer Proof of the Generalized Artin Hypothesis 

George Vostrov, Roman Opiata.............................................................................................................. 102 

Using Artificial Neural Networks to Forecast Stock Market Indices 

Svitlana Pryima, Roman Vovk, Volodymyr Vovk .................................................................................... 108 

The Lyapunov’s Exponents Variation on System with Incommensurate  

Superstructure Under Surface Energy Field 

Serhiy Sveleba, Ivan Katerynchuk, Ivan Kunyo, Yaroslav Shmygelsky, Ivan Karpa ............................. 113 

Investigation of Geoinformation Models of Water Flows in Pseudoprismatic Channels 

Yaryna Kokovska, Petro Venherskyi ....................................................................................................... 117 

Monitoring the Virtual Reality Influence on Cognitive Tasks Performance in Healthy Individuals 

Andrii Cholach, Solomiya Lebid ............................................................................................................. 121 

Performance Analysis of Messages Queue in the Different Actor System Implementation 

Baseem A. Al-Twajre .............................................................................................................................. 127 

Contactless IoT Sensor of Liquid Level based on Impedance Method 

Bohdan Blagitko, Yuriy Mochulskyi, Ihor Zajachuk,  

Micle Batiuk, Ihor Kravets, Volodymyr Bihday ...................................................................................... 132 

Abstraction as a Way of Uncertainty Representation in Smart Rules Engine 

Аnatolii Кargin, Tetyana Petrenko ......................................................................................................... 136 

An Improved Facial Recognition Technique Using Scale and Rotation Invariant  

Statistical Moments 

Yaser Daanial Khan................................................................................................................................ 142 

On Intelligent Decision Making in Multiagent Systems in Conditions of Uncertainty 

Dmytro Chumachenko, Ievgen Meniailov, Kseniia Bazilevych, Tetyana Chumachenko ....................... 150 

Neural Element of Parallel-Stream Type with Preliminary Formation of Group Partial Products 

Ivan Tsmots, Vasyl Rabyk, Oleksa Skorokhoda, Taras Teslyuk ............................................................. 154 

 



2019 XIth International Scientific and Practical Conference on Electronics and Information Technologies (ELIT) 

150 
978-1-7281-3561-8/19/$31.00 ©2019 IEEE 

On Intelligent Decision Making in Multiagent 
Systems in Conditions of Uncertainty 

 

Dmytro Chumachenko  
Mathematical Modeling and Artificial Intelligence department 

National Aerospace University “Kharkiv Aviation Institute” 

Kharkiv, Ukraine 
dichumachenko@gmail.com 

Kseniia Bazilevych 
Mathematical Modeling and Artificial Intelligence department 

National Aerospace University “Kharkiv Aviation Institute” 

Kharkiv, Ukraine 
ksenia.bazilevich@gmail.com 

Ievgen Meniailov 
Mathematical Modeling and Artificial Intelligence department 

National Aerospace University “Kharkiv Aviation Institute” 

Kharkiv, Ukraine 
evgenii.menyailov@gmail.com 

Tetyana Chumachenko 
Epidemiology department 

Kharkiv National Medical University 

Kharkiv, Ukraine 
tatalchum@gmail.com 

Abstract—The paper deals with the problem of decision 

making in a multi-agent environment. By the example of the 

problem of determining states in a partially observable world, 

the main stages of decision making in a multiagent 

environment are considered using a knowledge base based on 

predicate logic of the first order. A method for solving the 

problem, characterized by higher productivity compared to the 

classical one, is proposed. An intelligent information 

technology is proposed for integrating declarative languages 

using the example of Prolog with the NetLogo multiagent 

simulation environment, which is characterized by using the 

capabilities of the logic output mechanism of the Prolog 

language. 

Keywords—artificial intelligence, logic programming, 

multiagent modeling, decision making, knowledge bases 

I. INTRODUCTION 

The multiagent approach allows solving problems of 

modeling population dynamics with high accuracy [1-4]. 

The most effective for the implementation of multiagent 

systems with different types of agents are models based on 

intelligent agents [5-6]. Despite research in this area, the 

available tools do not yet allow the free use of elements of 

logic programming [7]. 

If the agent knows enough facts about its environment, 

the corresponding logical approach allows him to formulate 

plans that are guaranteed to work [8]. Such an organization 

of the functioning of the agent is very convenient. 

Unfortunately, agents almost never have access to all the 

necessary information about their environment. Therefore, 

agents must act under conditions of uncertainty. [9] 

Consequently, a separate interest in studying multi-agent 

simulation and interaction of agents is an extension of the 

autonomy of agents by endowing them with the ability to 

draw logical conclusions and make decisions [10-12]. To 

formalize the decision-making mechanism in a multi-agent 

environment, let us consider an example with the spread of 

the incidence of the epidemic process [13-14], which 

implies the interaction of intelligent agents in conditions of 

uncertainty. 

II. PROBLEM STATEMENT 

Three agents donated blood for hepatitis B. In order to 
save money, the laboratory uses a pool of blood sera, that is, 
sera from several patients are mixed. If the result is 
negative, then all patients are healthy, if positive, one of the 
patients is ill, and then further research is being conducted 
[15]. Their states can be either “healthy” or “sick”, but 
suppose that all agents are sick. Each agent does not know 
his condition. The doctor conducting the blood tests asks the 
agents about their lifestyle, assesses each person’s risk 
group and passes this information to two other agents [16-
18]. He asks agents if they know about their condition. Each 
agent responds negatively. After research, the doctor 
announces "At least one of you is sick," and then asks them 
again in turn. Agent 1 says no, Agent 2 also says no, but 
when the doctor asks Agent 3, he says yes. How is it 
possible that Agent 3 can finally figure out his condition? 
Before announcing that at least one of them was sick, no 
agent was able to tell if he was sick or not. What changes 
have occurred after the announcement? It would seem that 
the ads did not reveal anything new; each agent could 
already assume that among them there is at least one patient, 
because he knows the information about their belonging to a 
risk group [19].  

Considering that each of the agents has heard that there 
is at least one patient, agent 3 can determine his condition, 
thinking this way: “No” of agent 1 means that either I or 
agent 2 is at risk, that is, most likely sick. Agent 2 knows 
this, so if I was not at risk, Agent 2 would say yes. But 
Agent 2 said no, because I’m at risk, which means it’s most 
likely sick.”  

Although each agent already knows (from perception 
[20]) the fact that at least one agent is sick, the key point is 
that publishing about a person makes this fact common 
knowledge among agents. (Indirectly, it is also assumed that 
common knowledge is that each agent can perceive 
information and reason rationally [21].) This example 
demonstrates the consequences of interactive considerations 
and the strength of general knowledge [22].   

Let us now try to formalize some of the concepts that 
appear in the example. The starting point is that the state of 
the world is partially observed for agents [23]. Partly 
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observed in the world, the agent's perception provides only 
partial information about the true position using a 
deterministic or stochastic observation model. In this 
example, this model is a deterministic model [24-26]. 

Let S  be the set of all states, and let Ss ∈  be the 

current (true) state of the world. We assume that the 
perception of the ith agent provides information about the 

state s  through an information function : 2S

iP S   that 

causes s  to ( )
i

P s , which is non-empty subset of S , called 

the information set of the agent i in the state s. The meaning 
of the information set is that when the true state is s, the 

agent i thinks that any state in ( )
i

P s  can be a true state. The 

set ( )
i

P s  will always contain s, but in essence it is the only 

thing that the agent i knows about the true state. In the case 
of multiple agents, each agent has its own information 
function. 

In the given task, the state of the world is a vector of 
three elements containing the states of the agents. Let I and 
H indicate the state of infected and healthy, respectively. 

They are used in eight states { }, , , , , , ,S a b c d e f g h=  

(Table 1). 

TABLE I.  EIGHT STATES OF WORLD 

  a b c d e f G H 

1 I I I I H H H H 

2 I I H H I I H H 

3 I H I H I H I H 

 

Suppose that true state is s a= . The condition is 

partially distinguishable for each agent; each agent can 

directly see the states of only two of the three agents. In 

other words, in any state, the set of information for each 

agent contains two equally probable states in which only its 

own state differs. Generally speaking, the information 

function of the agent divides the state space into a set of 

intersegment subsets, called cells, which together form a 

separation iP  from S . The information set ( )iP s  for the 

agent i in the true state s is the cell from iP  which it is 

contained s, and the union of all cells in iP  is S. 

Based on the information function, we can calculate the 
separation of agents in the problem under consideration. 

 

{ } { } { } { }{ }

{ } { } { } { }{ }

{ } { } { } { }{ }

1

2

3

, , , , , , ,

, , , , , , ,

, , , , , , ,

t

t

t

P a e b f c g d h

P a c b d e g f h

P a b c d e f g h

=

=

=

 (1) 

where t  denotes the step in time before entering general 

information. 

It is clear that in the true state s a III= = , no agent 

knows his state as long as the corresponding cell of each 
division co-holds two equilibrium states. Thus, agent 
number 1 considers that the states a and e are possible, agent 
number 2 – that states a and c, agent number 3 – that states 
a and b are possible. 

III. DEVELOPMENT OF A METHOD FOR SOLVING A PROBLEM 

IN A MULTI-AGENT ENVIRONMENT 

A modified method for solving the problem was created 
and an algorithm was formulated (Fig. 1), designed for any 
number of agents. The algorithm is as follows. 

The number of agents is specified and a state is 
determined for each agent. It creates a world based on a 
specified number of agents. For each agent, partitions are 
calculated and information sets are selected based on the 
states that other agents have. The observer contributes 
general information. Successively each agent is asked 
whether he can name his state. 

 

;cs =

;Ms k=

;1kk +=

;1i =

;1k =

mk ≤

;1jj +=

M\)M(PP jj =

;1ij +=

;1ii +=

nj ≤

ni ≤

=∧∈ c\)s(P)s(Pc ii

)s(PM ik ∈

 
Fig. 1. Block diagram of method algorithm 

Explanation of symbols on the block diagram:  

• S  is set of all states (world); 

• s  is true state; 
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• 
i

P  is partitioning for ith agent; 

• ( )
i

P s  is information set of ith agent; 

• n is agents quantity; 

• i is the counter of the external agent cycle; 

• j is counter of the internal agent cycle; 

• M is the set of states in which the agent would know 
the true state; 

• m is the number of states in M set; 

• k is counter on set M; 

• c is any state of set S. 

At the same time, each agent, waiting for his turn, 
performs the following sequence of actions: 

1) Check the obvious answer. If there is only one state in 
the information set, then it is this state that is true. 
Otherwise, go to step # 2. 

2) Search for states in which the agent could accurately 
answer the question about his condition. 

3) View all found states. If the state is included in the 
information set, then this state is true and the agent says that 
he can name his state. Otherwise, go to step # 4. 

4) If none of the found states is in the information set of 
the agent, then he cannot determine his state. The agent is 
excluded from consideration, and agents whose turn has not 
yet arrived, cut off the states found by the current agent. 

5) Go to the next agent. 

A comparative analysis of the performance of the 
original and modified methods of solving the problem was 
carried out. As can be seen from the graph in fig. 2, the 
modified method has a higher productivity due to a decrease 
in the number of operations required. In this case, a single 
operation means the operation of reading an element from 
an array or deleting an element from an array. The sets of 
operations inherent in both algorithms are not taken into 
account. 

 
Fig. 2. Productivity graphs of the basic and modified methods 

IV. IMPLEMENTATION OF THE METHOD OF INTELLECTUAL 

INTERACTION 

The developed method is implemented in the Prolog 
language, and a multi-agent approach is provided using the 
NetLogo environment. To ensure interoperability between 
NetLogo and Prolog, it is implemented using an extension 
for NetLogo, which is written by Sano in the Java language 

and created specifically for this task. The extension includes 
the implementation of three NetLogo operators: 

 
import org.nlogo.api.*; 
public class RationalAgents extends DefaultClassManager { 
   public void load(PrimitiveManager primitiveManager)  
   { 
  primitiveManager.addPrimitive("start_prolog", 
new StartEngine()); 
  primitiveManager.addPrimitive("answer", new 
Answer()); 
  primitiveManager.addPrimitive 
("get_possible_states", new GetPossibleStates()); 
   } 
} 

 
The Answer class accepts all the necessary information 

for the logical output, pro-cesses the objects from NetLogo 
and makes a request to Prolog. The output returns the 
response from Prolog. 

The GetPossibleStates class returns states that will be cut 
off by other agents if the current agent cannot recognize its 
color. 

In addition, there is a class PrologClass, which accepts 
requests in accordance with the requirements of Prolog, 
performs requests, and then processes the responses, leading 
them to the form necessary to transmit them to NetLogo. 

After the creation of the Prolog program and the 
expansion necessary for working with it, the implementation 
stage of the algorithm in NetLogo follows, which performs 
all the necessary preparatory work (generating the world for 
a specified number of agents, defining information sets, 
etc.), and also provides a visual display of the process 
solving the problem. The created system is shown in Fig. 3. 

 
Fig. 3. Program realization of method 

V. CONCLUSIONS 

Thus, the developed mechanism for the integration of the 
Prolog language and the NetLogo environment allows 
solving decision-making problems in a multi-agent 
environment using a knowledge base based on the first-
order predicate logic. The use of the proposed mechanism is 
shown by the example of solving the problem of 
observability of states in conditions of uncertainty. 

Using the example of the developed modified method, 
the possibilities of increasing the efficiency of inference in a 
multi-agent environment are revealed. 
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The proposed information technology of integrating 
declarative languages with the multiagent modeling 
environment NetLogo can be applied to a wide range of 
tasks: expert and advising systems, automation of 
technological processes using robotics, emergency response 
systems in emergency situations, socio-economic 
monitoring systems. 

Further prospects for research in this area is the 
complication of the internal structure of intelligent agents, 
as well as the expansion of the range of knowledge 
representation models. 
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