Ministry of Health Care of Ukraine
Kharkov National Medical University 

MEDICAL INFORMATION SCIENCE.
Textbook for 2nd year students of medical universities
in 2 parts

Part 2
Kharkiv KhNMU 2017
UDC: 681.3.06 (075)

ББК  5.73фя73





М42






Reviewers: Artamonova N. O, Candidate of biological science, senior staff scientist of  intellectual property scientific analysis and monitoring department,  State Institute of Medical Radiology AMS of Ukraine after S.P. Grigorieva.

Chainikov S. I., Candidate of technical science, professor of systems engineer department,  Kharkov National University of Radioelectronics.

Authors:  М.А. Bondarenko, E.V. Vysotskaja, N.А. Gordienko, О.V. Zaitzeva, T. R. Kocharova, V. G. Knigavko, S. N. Lad, О.P. Mescheryakova, N.P. Polyotova, E. B. Radzishevskaya, L.M. Risovanaya, A.S. Solodovnikov, I.V. Shuba.

Approved by KhNMU Academic Senate. Protocol №   from

М42 Medical information science: P. II. Textbook for 2nd year students of medical universities / Edited by V.G. Knigavko. - Kharkiv: KhNMU, 2017. –  143 p. 

Textbook explains bases of medical informatics in the light of system approach. Textbook has information about general informatics, usage of formal logic in solving medical tasks, basic principles of system analysis in medical researches, ethic and legal principles of the information management in the health care system, and problems of evidence-based medicine. Authors discuss problems of biological, medical and physiological cybernetics. Information about medical devices and medical systems for replacement of lost biological functions was given in short. There is also information in relation to medical expert systems, management and decision making in medicine. Book has chapters that are about databases and database control systems. First part of this text book contains materials including first and second units of the Medical Informatics course. Second part of the text book has third and fourth units. The textbook is devoted for students from medical institutes of higher education
UDC 681.3.06 (075)
ББК 5.73фя73

( Kharkov National Medical University, 2017
TOPIC 8
FORMAL LOGIC IN SOLVING TASKS OF DIAGNOSTICS, TREATEMENT AND PREVENTIVE HEALTH CARE

Topic’s plan:
1. Introduction.
2. Knowledge and its presentation in artificial intelligence systems.

2.1. Notion of “knowledge”.

2.2. Types of knowledge, their properties.

2.3. Knowledge presentation models.

3. Logical models.

3.1. Formal systems.

3.2. Logic of proposition calculus.

3.3. Logic of predicate calculus.

Introduction
Modern information technologies (IT) help to make the medical science closer to exact sciences, in particular, to the mathematics. Information technologies permit to automatize processes of diagnostics, predictions and treatment choice, permit to determine a set of patterns during the clinical courses, comparing set of its signs simultaneously, to provide the efficient processing (reprocessing) of big quantity of information.

At present time more than 10 thousand diseases and about 100 thousand symptoms, capable to reveal themselves in different combinations, are known to the medical science. In connection with such a big information flow, the diagnosing process is becoming more complicated, which leads to the appearance of medical mistakes. Here information technologies provide a doctor with help, for example as artificial intelligence systems (AIS). Under the artificial intellect is understood the ability of automatic or automatized systems to take upon themselves functions of human’s intellect, for example, to make optimal decisions on the basis of analysis of external actions and taking into account the previous experience. Several trends where AIS are developed can be distinguished: expert systems, intellectual games, image recognition, robotics, communication with an electronic computer in the natural language.

Artificial intelligence (AI) – is the fast developing  trend in the modern information science. The main aim of investigations, carried out in AI is the development of computer systems, capable to execute functions peculiar to human’s intellect (language comprehension, logical deduction, usage of accumulated knowledge, education, planning of actions, etc).

At present time the practical application field of intellectual systems becomes closer to the sphere of hardly formalizable tasks which have the following peculiarities:

· a task can’t be determined in numerical form (the symbol presentation is acquired);

· the algorithmic solution of a task is unknown (though probably it exists) or it can’t be used due to limited resources (computer memory, performance);

· task aims can’t be expressed in terms of the precisely defined objective function or the precise arithmetical task model doesn’t exist.

All this is very peculiar for tasks of medical diagnostics, treatment and health preventive care.

Systems based on knowledge, don’t reject or replace traditional approaches towards the solution of formalizable tasks. They differ as they are oriented to solve hardly formalizable tasks. Intellectual systems are specially important where a science can’t create constructive definitions, the definition range is changeable, situations depend on a context and the language (descriptive) model prevails over the algorithmic one. 

Knowledge and its presentation in artificial intelligence systems

One of the most formed trends of AI is the knowledge representation – knowledge structuring to formalize processes of task solution in the certain data domain. 

We came across the notion of “database” during the discussion of consultative-diagnostic systems in the section “Modern information technologies in medicine”.

Notion of “knowledge”
Knowledge presentation and search for a solution are essential for AI. There are different definitions for the notion of knowledge. However many researchers assume that knowledge is data, complex in structure, stored in AIS memory, containing information about objects, their surrounding and relations between them, object interaction processes in time and space, rules of logical deduction realization. The main element of this definition is the evidence that knowledge is information on the basis of which the logical deduction is realized.

Types of knowledge, their properties

The following types of knowledge can be distinguished.

Factual and strategic knowledge. Factual knowledge is called textual, bearing in mind its essential interpretation in text-books and specialized literature. For example while they study children’s diseases, medical students learn that rachitis (hypovitaminosis D) is the lack of vitamin D of exogenous nature in an organism. Strategic knowledge (the strategy of decision-making in this field) is based on individual experience of a specialist (expert), on the experience accumulated during years of practice. This knowledge category often plays the decisive role while building individual programs. Knowledge like “means to remove useless hypotheses”, “means to solve contradictions”, etc belongs to this category. For example treatment of rachitis of different degrees of complexity: cod-liver oil, different doses of Vitamin D2, ultraviolet irradiation, etc.

Declarative and procedure knowledge. Knowledge of type “A is B” belongs to this type and it is typical for databases. For example facts like “There are a lot of cars in streets during rush hours”, “Heated oven is hot”, “Scarlet fever is the infectious disease”… Actually, declarative knowledge characterizes an object under which actions should be undertaken.

Data about the operation means or declarative knowledge transformations, i.e. how one should act to obtain results, refer to procedure knowledge.

Knowledge is characterized by set of properties, making it different from traditional data models. Let’s enumerate them.

Internal interpretability. During the data storage in AIS memory along with traditional data elements, information structures are stored, permitting to interpret the content of the corresponding memory cells. In other words, during the storage of structured data (tables) in AI memory also a “table head” is stored (protostructure of information units).

Table rows are called “information unit” and table columns are called “slots”.

Structuring. Knowledge consists of separate information units, between each the classifying connections can be set: kind-type, class – element, type – sybtype, part – whole.
Coherence. Between information units the connections of different types are foreseen: cause – sequence, аrgument ‑ function, etc. These connections determine the semantics and pragmatics (practice) of the object region. Semantics is the part of lexicology, which studies the word meanings and turns of speech. 

Semantic metrics. For a set of information units, stored in memory, some scales (relationship), allowing to evaluate their semantic closeness (i. e. the force of associative connection between of them), are introduced. It permits to find data close to the one found already in the information knowledge base. For example, clinical course – acute, subacute, chronical.

Activity. By means of that property, the principal difference between knowledge and data is emphasized. The execution of these or those actions in AIS is initiated by knowledge base condition. At the same time it is supposed that the appearance of new facts and connections can activate the system, i.e. not procedure knowledge activate the declarative ones, but vice versa this or that structure of declarative knowledge appears to be an activator for the procedure ones, i. e. the implementation of any operation in system of artificial intellect initiate by current state of informational base.

Knowledge presentation models
The key question of building up systems based on knowledge is the choice of the knowledge presentation form. Knowledge presentation is the means of formal knowledge expression about the object region in the form interpreted by computer means. The corresponding formalisms, providing the associated presentation are called knowledge presentation models.

Knowledge presentation models can conditionally be divided into descriptive and algorithmic one. In descriptive models knowledge is presented as the object description and relations between objects without concrete indications how to process this knowledge. Such models assume the separation of descriptions (declarations) of information structure from deduction mechanism, which operates these structures. In procedure models knowledge is presented by algorithms (procedures) containing the necessary description of information elements and it simultaneously defines the ways of their processing.

Concrete models applied in practice, are combinations of declarative and procedure presentations. The most widely used knowledge presentation models are the following:

· logical models;

· production models;

· network models;

· frame models.

Logical models are realized by predicate logic means. In this case knowledge about the object region is presented as the aggregate of logical formulas. Identity formula transformations permit to obtain new knowledge. The advantage of logical data presentation models is the presence of precise syntax and widely used formal semantics and also theoretically valid automatic output procedures. The main disadvantage of these models is the impossibility to get inferences in the fields where credible deductions are required, when the result is obtained with the certain extent of certitude in its verity. 

However, logic models appear as the theoretical basis of the knowledge presentation system description and gradually they expand their possibilities. So hereinafter the significant attention is paid to these models.

In production models knowledge appears as the set of rules of the type “If A, then B”, where the conditions of the rule A are the assertion about the factbase content and the consequence of B tells what to do when the production rule is activated.

Production knowledge presentation models are widely applied in intellectual systems due to their natural rule modularity and the simplicity of their creation.

Semantic networks are the particular case of network models of knowledge presentation. Formally network models are defined as 

H = < I, C1, C2, …,  Cn, Q >,

where I – is the set of information elements stored in the network node; C1, C2,…, Cn – types of connections between information elements; Q – image which sets the conformity between a lot of connection types and information network elements.

Network models of knowledge presentation differ from each other by types of used connections (relations). If the hierarchy connections (class-subclass, kind-type, etc.) are used in the net, then the net is called classified. If connections between information elements are presented by functional connections, permitting to calculate the value of one information elements by destinations of others, then these nets are called functional (calculating). If there are connections of different types in the network, it is called semantic network. 

The semantic network is the directional graph where the objects (essences) of the object field correspond to edges, and relations where these objects are situated correspond to arcs. The inference in semantic networks can be executed on the basis of matching algorithms by marking up the subgraphs with certain properties.

Big expressive capabilities, graphic presentation visualization, closeness of network structure to the semantic structure of natural language phrases belong to advantages of semantic networks. The disadvantage of knowledge presentation in the view of semantic networks is the absence of unified terminology. The knowledge presentation models are presented in a different way by different researchers.

Frame models of knowledge presentation use the memory organization, comprehension and education theories, offered by Marvin Minsky. Frame is the data structure, meant for the stereotypical situation presentation. Frames consist of slots. The slot value can be presented in the view of numbers, equations, texts, programs, references to other frames. The frame aggregates form hierarchy structures, built according to generic signs, it permits to inherit slot values. This frame property ensures the economic placement of the memory knowledge base. Besides the slot values can be calculated by means of different procedures, i.e. frames combine declarative and procedure knowledge presentations. Frame models can be treated as network knowledge presentation models when the network fragment is presented by a frame with corresponding slots and values. The knowledge presentation models on the basis of scenarios and objects are connected with frame models.

Logical models

The basic form of knowledge presentation is the logical model. Logical database is built on predicate calculus – i.e. in the logical system on the basis of which there is the notion “predicate”. Predicate is the function which can possess one of two values: “true” or “false”. For databases, built on predicates, the algorithms, permitting to extract new knowledge by means of considerations, executed by a computer, were developed. The basis of logical models of knowledge presentation is the notion of formal system. The basic apparatus to work with logical models is the apparatus of algebra of logic. The task of algebra of logic is the optimization of logical expressions, i.e. lessening the number of arguments and operations on them.

Formal systems

The notion of a formal system lies the basis of logical knowledge presentation models. Formal system (FS) is defined by a group of four:

M= { T, P, A, R },

where T is the set of base elements, P – set of semantic rules; A – set of axioms; R – set of deduction rules. Let’s clarify the essence of elements, forming FS. The part of grammar studying syntax – sentence composition; axiom – is the truth which doesn’t demand evidences; self-evident logically necessary proposition on the basis of scientific truth proof (“Whole > of its part”) 

Set of T consists of finite and infinite number of elements of different nature. Elements of T set – FS alphabet on the basis of which all the rest of FS components is built There are no restrictions for the T set. Only the checking procedure of the set membership of one element to T is important for the T existence.

P syntax rules set permits to build syntactically right basic element aggregates out of T elements. There are no special restrictions of the syntactical rule set too. It is only required for the constructive procedure, permitting to give a unique answer for the question if the aggregate of T elements is syntactically correct, to exist. Such aggregates are called well-formed formulas (WFF).  

Among all WFF some subset of A axioms is distinguished. There must be the procedure permitting to solve the question if it is an axiom for this FS for any WFF.

At last, R – is the finite set of relations between WFF, called inference rules. 

Let’s consider 2 FS classes, widely used in the artificial intelligence systems: sentential calculus and predicate calculus. Predicate calculus is the development of sentential calculus and completely includes its constituent part. These systems use the deductive inference, i.e. the inference when the quotient conclusions are formed by means of the fixed set of rules from the associated hypothesis system.   

Predicate calculus logic (logic connection between propositions)

Proposition is a sentence, the content of which can be treated as true or false. In natural languages propositions are expressed by means of subsequent sentences. For example, “Today the weather is fine”, “Five is less than three”, etc. Let’s mark propositions by capital Latin letters A, B, C,….X, Y, Z and let’s call them propositional (lat. proposito – sentence, proposition). Propositional letters can be of two values: true (T) or false (F). The T and F values are called truth values. In logic algebra they become 1 and 0, respectively.   

On the basis of specified expressions by means of logical connectives (conjunctions) compound propositions are formed. The specified connectives are expressed in the natural language by words “and”, “or”, “if…, then…”, “it is false that A” and they are called conjunction, disjunction and implication and negation. To indicate these connectives special symbols are used, respectively: (, (, (, ¬,. Each logical connective can be considered as an operation which forms compound propositions. 

In algebra of logic the negation of X variable or inversion represents logical NOT and it is marked as
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Conjunction is the logical multiplication, representing logical AND and for two arguments is defined as:  

F2 (X, Y) = X(Y = X (Y.

Function F2 is the conjunction of two variables. The function is true when two variables are true.

Disjunction is the logical addition and represents OR and for two arguments it is defined as:  

F1 (X, Y) = X(Y = X + Y.

Function F1 – is the disjunction function of two arguments. The function is true, when either X or Y is true. 

The next logical operation – the Pearcey function (F3) is indicated by “Pearcey arrow” ( and represents logical operation “OR-NOT”. This function is determined in two stages: at first the disjunction of input variables is executed and then at the result of the first stage the operation “NOT” (
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(Y) is executed. The Pearcey function is true when two variables are false.

Scheffer function (F4) is is indicated by “Scheffer stroke function” ( and it describes the logic operation “AND-OR”. This function is also realized in two stages: at first the conjunction of entering variables is executed and then the operation NOT is executed (
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|Y). The function is false only when both variables are true

Disjunction and conjunction functions, Pearcey and Scheffer, are the functions of arbitrary number of arguments, in general. 

п argument disjunction is the logical function which becomes equal to zero only in case when all the arguments are equal to 0, i.e. in the set 0,0,..0,0, and it is equal to 1 in all other sets when at least one argument is equal to 1.

The logical function, which becomes equal to 1 only in case when all the arguments are equal to 1, i.e. in the set 1,1,…1,1, and to zero in all other cases, is called п argument conjunction.

In the similar way, the Pearcey and Scheffer functions of п arguments are defined. The Pearcey function becomes equal to 1 only in the set 0,0,..0,0, and in all the other sets it is equal to 0. The Scheffer function becomes equal to zero only in the set 1,1,.. 1,1, and in all other sets it becomes equal to 1.

F5 function is called the equivalence or equivalency function and symbol «(»: Х(Y is used to indicate it, and Х( Y and it is read as “X is equal to Y”. Equivalence is the compound proposition, possessing the value “true”, when both of its propositional components are either true or false.

F6 function is the inequivalence function (modulo 2 function of addition). The function is true when either X or Y is true. This function is defined as X(Y.

F7 function is called the implication from X to Y, it is indicated X(Y and it is read “if X, then Y” or “X implyies Y”. The operation result is equal to “false” only if X is equal to “true” and Y is equal to “false”. In all the other case – it is “true” (“…The false doesn’t follow from the true, all the rest is possible”).

The simplest compound propositions, composed by means of logical operations (functions) are defined by the truth table, shown below.
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and-not
	X(Y
	X(Y
	X(Y

	Expression through conjunction, disjunction and negation
	X or Y

Disjunction function
	X and Y

Conjunction function
	not X and not Y

Pearcey function
	not X or not Y

Scheffer function
	(not X and not Y) or (X and Y)

Equivalency function

	(X and not Y) or (not X and Y)

Inequivalence function


	(not X or Y)
Implication

	F
	F
	F
	F
	T
	T
	T
	F
	T

	F
	T
	T
	F
	F
	T
	F
	T
	T

	T
	F
	T
	F
	F
	T
	F
	T
	F

	T
	T
	T
	T
	F
	F
	T
	F
	T


The compound propositions, composed from initial propositions (indicated by propositional symbols) and logical operation signs, are called formulas. So the proposition “If 30 is divided by 2 and by 3, then 30 is divided by 6” can defined as А(В(С. This formula will correspond not only to the concrete proposition, mentioned above, but to a set of other propositions, which have the similar structure. So the propositional calculus doesn’t consider the concrete proposition content, but it makes the formula analysis and synthesis and it studies connections between formulas.

Now getting back to the beginning of formal system consideration, it can be said that the set of T base elements of proposition calculus consists of:

1) propositional variables – А, В, С,...;

2) logical constants – “true” (T) and “false” (F);

3) logical operation symbols - (, (, (, (,(double implication)(;

4) brackets – (,).

WFF of the propositional calculus are determined by the following rules:

1) each propositional letter is WFF;

2) logical constants T and F are WFF;
3) if F1 and F2  are WFF, then 
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 F1( F2, F1( F2,  F1( F2 – are also WFF;

4) there are no other formation rules of WFF

Rules 1) and 2) are defined by elementary formulas and the rule 3) explains how new formulas are built by means of elementary formulas.

Two formulas are called equal (equivalent), if they take equal values in all the sets of variables (interpretations) included in them. In order to define the equivalency the sign ( is applied, for example, F1 ( F2.

The equivalency rate permits to express logical operations through other ones. The law of inversion (law of de Morgan) determines the connection between conjunction and disjunction:
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Let’s note that these equations aren’t propositional calculus formulas as the sign ( doesn’t belong to the set of T. These equations are the statements about logical formulas, expressed in metalanguage by means of which the logic is studied.
Predicate calculus 

(logical connection between propositional elements)

The propositional calculus is the general name for formal systems, which serve for logical deduction formalization, where the following aspects are taken into account:

- logical judgment structure (i.e. in this way the specified judgment is obtained from other ones by means of logical operations)

- subject-predicate judgment structure, i.e. connection between a judgment subject (what is said in the specified judgment) and predicate (what is said about the subject). 

As it was mentioned before, the logical function of any number of arguments, possessing the value “true” or “false” is called n-argument predicate P(х1,х2,..,хп).

Arguments х1,х2,..,хn  are called object variables, and their concrete values are called object constants. The functional letter P is called the predicate symbol.

If to replace the xn object variable by some a constant, the n-argument predicate P(х1,х2,..a) doesn’t depend on хn. If to replace all the predicate variables by corresponding object constants, then we obtain 0-argument predicate, i.e. a proposition. 
For example the three-argument predicate P(х1,х2,x3) = « х1  is the product of х2  and x3» transforms into the proposition if x1 = 6, х2 = 2, x3  = 3. The value of this proposition is “true”.

Let’s consider an example.

The ability of a city to be a capital of some state in the corresponding data domain can be presented by the one-argument predicate Capital with the corresponding argument value. For example, Capital (“Moscow”), Capital (“Kyiv”), Capital (“Tashkent”), etc. At the same time Capital (“Merepha” isn’t included to the knowledge base as Merepha isn’t a capital).

The relations between objects are presented by many-argument predicates. For example, the two-argument predicate Capital_countries can be used to indicate the capital of which country the specified city is: Capital_countries (“Moscow”, “Russia”), Capital_countries (“Kyiv”, “Ukraine”), Capital_countries (“Tashkent”, “Uzbekistan”), etc. The relation between cities and continents, where they are situated, can be introduced, for example, City_continent (“Kyiv”, “Europe”), City_continent (“Merepha” “Europe”), City_continent (“Tashkent”, “Asia”), etc.

All the similar predicates with the argument values where they possess the “true” value, are included to the knowledge base and called facts.

Besides facts, in the knowledge base rules, by means of which new knowledge is introduced, are included. Rules have the meaning «If A1,…Ai,…, An, then B». There Ai and B — are predicates, Ai is called premise and B — is called conclusion. By means of these rules new predicates can be assigned by means of the ones introduced before. For example, P(x) predicate, specifying the capability to be a capital of a European state, can be assigned by a rule using the predicates introduced before:

Capital(x), City_continent(x, “Europe”)

There x – is a variable, possible meanings of which are cities, included to the data domain. The meaning of this rule is evident: If “x” is a capital and situated in Europe, then “x” is the capital of a European country.

In order to get the data which is of interest to him/her, a user should offer a system, which works with knowledge base, some task which is called a question in AI. For example, “Is Moscow a capital?”, “Is Kyiv a capital of Ukraine?”, “Is Merepha a capital?”, “Display the list of all capitals”, “Display the list of the capitals of all European countries”.

Questions are presented as one or several predicates. In our case we have: Capital (“Moscow”)?, Capital_countries (“Kyiv”, “Ukraine”)?, Capital (“Merepha”)?, Capital(x)?, P(x)?. The answers for the first and the second questions will be “yes”, the third question will get the answer “no”, for the 4th and the 5th questions lists of all cities-capitals and all the cities – capitals of European countries, included in the data domain, will be displayed.

In order to form answers the system will apply an algorithm of logical deduction formation, which executes the selection, i.e., probably, the multiple review of predicates included to the knowledge base. Is the example we consider, it is enough to check if there are predicates with arguments, mentioned in questions, to find answers for the first three questions. The fourth question will demand the formation of the list of all the arguments where the predicate Capital is included to the knowledge base. For these actions the single review of the knowledge base will be necessary. The question for the fifth question is formed in a more difficult way. The thing is that the Р(х) predicate is introduced in the knowledge base not as the fact, but as a rule. In this case the algorithm should execute the following sequence of actions for many times:

To find the next value of x variable along with which the predicate Capital from the first premise is included to the knowledge base.

To check if the predicate Capital_continent(x, Europe) with the found value x is included to the knowledge base.

If the second point will give a positive answer, the specified x value is included to the formulated answer and the executed sequence of actions is considered to be the logical deduction of this value.

In our example, in the result of the execution of the first step x values will be found = “Moscow”, “Kyiv”, “Tashkent”, etc. The first two values will be included to an answer as the second step in their case will give the positive result. The value “Tashkent” won’t be included to the answer as in the knowledge base there won’t be a predicate City_continent (“Tashkent”, “Europe”).

Questions for seminar:

1. Artificial intellect. Systems of artificial intellect.

2. Knowledge as a basic notion of artificial intellect systems. 

3. Knowledge classification means:

- factual and strategic (classification by a source of appearance)

- declarative and procedural (classification by the functional assignment, description of an action or an object, which an action is directed to)

4. Knowledge features (inner interpretability, structuring, coherency, semantic metrics, activity).

5. Knowledge representation models (logical, productional, semantic networks, frames, neuron networks) and their basic characteristics.

6. Logical models. Predicate. n-place predicate. Statement as initialized predicate. Formal system. Algebra of logic.

TOPIC 9
SYSTEM ANALYSIS IN MEDICAL RESEARCHES
Topic’s plan:

1. Essence and principles of the system approach. System approach to life phenomena.

2. Common notions of the system and system analysis theory. 

3. System analysis and its basic stages.  

4. Principles of system analysis of interaction of organism structures.
5. Peculiarities of the system analysis at the solution of medical tasks.

Essence and principles of the system approach


The appearance and development of the system approach was prepared by the progress of scientific researches. Studying these or those elements of living systems, physiologists have been always interested in their structures, considering it as a key to the understanding of the principles of the system functioning, in general. At this the subsequent division of a complicated system to more simple ones was applied. Such an approach supposes the more subtle detailed elaboration of the investigated object structure. By separate elements of a system, its structure and functions the efforts to understand all the complexity of a complex were undertaken. 

Simultaneously the second method of investigation – integral, was developed which was applied when the inner construction of a system and the complex interconnection of its elements were not known or not enough known. At this only its “entrance”, through which the information enters from the outside world and “exit” – through which the system “passes” reactions, developed by it in the result of some unknown process of the information procession, are available. All the bases of study about conditional reflexes were laid in the result of experience, carried out by the means, known as a problem of a “black box”. Under the “black box” a system is meant where only input and output signals are available to the outside observer and the inner device isn't known. At this, it turns out that the set of important conclusions about the system behavior can be made, by means of observing only the reactions of output values at the change of input values. “Black box” is used in modern medicine. When a patient visits a doctor, then on the basis of complaints, anamnesis, check-up and initial examination data an assumption about the probabilistic diagnosis appears. 

The system approach allows to reveal and explain mechanisms which provide the research object integrity, disclosing all the diversity of its connection and joining them by the unified theoretical basis. 

The principle of the object integrity comes from the fact that the whole (for example, human's organism) possesses such quality which isn't possessed by any of its parts separately, for example the system of blood circulation. Such a feature is called the emergence (from eng. “emergent”) 

The system approach requires the consideration of the investigated phenomenon or process (for example, digestion) not as a separate system, but as a subsystem of some supersystem of the higher level (human's organism). At the system approach the maximum possible quantity of connections is studied out in order not to omit essential connections and factors and to evaluate their efficiency.

Any object of the investigation can be represented as a subsystem of some system of higher rank (it leads to the problem of the system assignment and setting its margins) or as a system regarding the aggregate of subsystems of lower rank which are formed from elements (it leads to the problem of the choice of an initial element). 

General notions of the systems theory. Systems and their features. 

System definition 

The term “system” is used in different domains of science and technical science. For example, astronomers use the notion “sun system”, physiologists – “digestion system”, mathematicians – “system of equations”, etc. The general meaning of all these variants of the usage of the word “system” are united by the fact that it is accompanied by the notion of some order of the multitude of elements, the presence of some connection between elements.

System – is the aggregate (multitude) of elements between which there are connections (relations, interactions). This way, under a system not any aggregate is understood, but the ordered one. If to gather together (unite) all homogenous or inhomogeneous elements (medical equipment, patients, doctors, medicines), then it won't be the system, but more or less accidental mixture. 

In other words, under the system the multitude of interacting elements is understood. The functioning of each element is subdued to the necessity of the system preservation in general. The separate elements of the system are linked to each other by cause-and-effect relations. It means that the change of one or several relations between elements leads to the change of other elements and relations. For example, the pathological change of the gall-bladder, pancreas and other elements of the stomach structure (gastritis) can evoke the pathology of a gastrointestinal tract. System elements in the frames of the systematic approach are considered, taking into account their “place” and functions within the whole.  

Whether to consider this or that aggregate of elements as a system or not depends in many aspects on the researcher's aims and analysis precision which is defined by the possibility to observe and describe a system, for example, for a developer and a doctor the cardiologic diagnostic complex is a system and for a patient it is just the diagnostics means. 

Signs which allow to distinguish a system from “non-system” are the following:

1)
system as an aggregate of elements which can be considered as systems. Any initial system is the part of a more general system. For example, electrocardiograph can be considered as a part of diagnostic means of a hospital or part of diagnostic means of a city etc (as a system element can be a system itself);

2)
the presence of integrative means which are peculiar to the system in general, but not peculiar to any of its elements separately are typical for a system. For example, the blood pressure can be measured by a device, but not by its separate parts (i.e. every system element separately doesn't possess the features which are peculiar to a system in general);

3) for the system it is typical to have the presence of essential connections between elements, i.e. the aggregate of separated and not connected parts isn't a system, (i.e. all the elements must interact between each other). All three signs are connected between each other and the presence of one of them leads to the presence of the other two signs. 

An example of a system is the medical information system, which represents the complex of mathematical and technical means which provide the collection, storage, processing, analysis and the giving out of medical information in the process of the solution of medical tasks. 

Human's organism is also a system. If to consider it on organ's level, then organs are separate elements. All organs are connected and form the comprehensive whole. Features of an organism in general are not peculiar to its separate organs (they have their own features).  

Subsystem is the subset of interconnected elements, joint by some designated purpose. 

The division of a system by subsystems and the division of subsystems by smaller ones can continue until 2 elements (minimum) united by the common feature or aim are left. 

Any system can be presented as a union (composition) of subsystems of different levels and ranges. 

Decomposition (division) of a system by subsystems can be carried out according to certain signs. The decomposition will be considered further in more details.

The division of a system by subsystems by their levels is called hierarchy. 

“Structure” is the separate notion of the system theory. 

System structure – is the partial ordering of system elements and relations between them according to some sign. In other words, structure is everything which puts in order the set of objects, i.e. the set of connections and relations between parts of the whole, necessary for the achievement of the aim. An example of structures: brain convolutions, faculty, state structure, crystal lattice of substance, microscheme. Crystal lattice of a diamond is a structure of inanimate nature; honeycombs, zebra's strips – structures of animate nature; lake is a structure of ecological nature; party (social, political) is a structure of the social nature, etc.  

Structures can be of different types: linear (metro stations at one (non-circular) line in one direction; hierarchy: (structure of the higher educational establishment “rector – pro-rector – dean – head of the chair”); network (the organization of work during the construction of a building: some works, for example, the wall mounting, site improvement, etc can be done in parallel); matrix (structure of employees of the scientific research institute, working upon the same topic). In biology and medicine the structure is the morphologically and functionally homogenous part of the system, which is connected with other structures.  

System structures are closely connected with the system environment – set of factors which influence the system from outside.  

One of the basic notions of the system theory is the notion of a system element. 

System element – is the part of system considered in every concrete research as the simplest one and which has the connection with other elements. This way under system elements objects, which execute the certain functions and not subject to further partition (in the frames of the set task), are meant. 

There is no “element” in the absolute view and it doesn't exist outside the system. Here is one of the manifestations of the gnoseological approach: an element as the indivisible part can be considered only applied to the concrete system model. If to consider the model of another system, then the “element” of the previous model in this model won't be indivisible already. For example, from the point of view of an economical model of the society, a person can't be considered as an element, and from the point of view of a biological model a human is the complicated supersystem, which consists of the multitude of systems (nervous, musculoskeletal, blood circulation). 

Each system can be represented as an element of the system of higher level. At the same time elements or groups of elements of this system can be considered as separate systems of the lower level. I.e. this refers to the hierarchy of systems. For example, organs can be considered as systems for elements – cells, and cells, in their turn, can be considered as systems which consist of elements – molecules, atoms, etc. 

Living organisms can be considered at different level and in different planes of the system analysis. This way, the structure, elementary for the formation of a system of a higher level is simultaneously a system, formed from elements of the preceding level (Fig.9.1).  
A biological object in the context of a task being solved can be considered as a system as well as a subsystem and structure. 

Besides the subdivision of systems according to their complexity, they are subdivided into determined and probabilistic ones.

For a completely determined system only one state is possible which probability is equal to 1. Such system doesn't possess the flexibility and can't
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Fig. 9.1. Schematic image of hierarchy of the organization of a living object, each of which is both an element and a system.

adapt its features to environmental conditions. 

Real systems are probabilistic-determinate, and their division for probabilistic and determinate ones is conditional: systems where the most of possible states have close values of probability, at this the sum of these probabilities is big enough (close to 1) belong to probabilistic ones; those systems at which the probability of one of possible states is bigger than the sum of probabilities of all the other states  belong to determinate ones. 

Methods, used for the investigation of probabilistic and determinate systems, in most of the cases are different. For example, for the research of determinate systems more often the apparatus of differential equations and theory of automated regulation is used and for the research of probabilistic systems an apparatus of the probability theory and methods of mathematical statistics is used.     

In general, the research of all the types of systems is based, mainly, on the study of connections between elements, structures and subsystems of these systems. 

Three types of connections are the basic ones:

· stochastic (correlation) – between random events and random values;

· functional – between structures, determined by the quantitative influence of the change of a characteristic of one structure on the change of a characteristic of another structure;

· causal – connection between events.

Let's explain the notion of the stoсhastic (correlation) relation. Let's remind that a random event is such an event which can take place or not at the given conditions, and the random value is the value which takes one of the multiple possible values in the experiment's course, at this the appearance of this or that value of this value is a random event.   

For example, the flu contamination of a person who was in contact with an infectious patient is a random event.  

If the value of one value strictly corresponds to the certain value of another one, then the dependency between them is called functional. For example, one can assume that in some limits the changes in blood pressure almost linearly depend on the dose of the prescribed medicine. In this case, knowing the approximate value of the corresponding structure coefficient, it won't be difficult for a doctor to prove this dose for a concrete patient. 

The study of causal relation between events allows to build cause-and-effect schemes which connect some event which we take for an initial one with events which follow initial ones. A task in this case is, first of all, to mark out the most important events from other events (the limitation of cause-and-effect scheme), and second, to mark out events which can appear as a sequence of an initial event. 

Cause-and-effect schemes are very perspective for the medical diagnostics, where an initial dysfunction (disease) can be considered as an initial event, and pathological events (symptom complex) connected with it can be considered as a sequence. The detection of such a symptom complex will testify about the presence of a disease with big probability. 

Main features of systems and their peculiarities

The main features of a system are:

А) purposefulness – defines the system behavior;

B) complexity – many systems (including medical systems) are characterized by big quantity of inhomogeneous elements and connections. They depend on the multitude of components which are included to the system, their structural interaction, complexity and dynamics of external and internal connections. The level of complexity is a determinative feature of systems. The complexity has different meaning while applied to systems: structural, dynamic and calculating one. Usually the level of complexity is evaluated by the information quantity, necessary for the description of a real system. At this approach the evaluation of the system complexity is made through an observer. For example, for the neurophysiologist the brain is complicated and its adequate description demands a lot of information, for a butcher, brain is easy, as it needs to be separated from other types of meat. The system and task complexity is distinguished. The latter is called the computational complexity.

C) divisibility – a system consists of a set of subsystems and elements, distinguished according to a certain feature, which corresponds to concrete aims and tasks;

D) integrity – functioning of the multitude of system elements is subject to the unified aim. At this the system shows integrative and emergent features, i.e. all the features which are peculiar to a system in general, but absent in its separate elements;

E) diversity of elements and the difference in their nature – it is connected with their functional specificity and autonomy;

F) structuredness – is defined by the presence of set connections and relations between elements inside a system, distribution of elements of a system by levels and hierarchy;

F) system adaptivity lies in the capability of a system to preserve its functions at the influence of environment, i.e. to react to the environment so that to receive the favorable sequences for the system activity. 

The less adaptive are non-living systems, more adaptive ones are biological (living) systems and technical systems, the most adaptive ones are social systems. 

The adaptivity feature is closely connected with the system vitality which lies in the capability of a system to keep balance with the medium.  

System analysis

The system analysis found the wide usage in different spheres of activity. It is applied for the modeling of the decision-making process in situations with big initial indeterminacy during the development of information systems, etc. 

System analysis is applied when a task (problem) can't be presented and solved at once by means of formal mathematical methods, i.e. the big initial indeterminacy of a problem situation and multicriteriality of a task The application of the system analysis helps to organize the process of the common decision making, joining specialists in different knowledge domains. 

The main method of a system analysis is the division into tasks which are more visible, better subject to the task investigation, during the preservation of integral (system) presentation about a research object and a problem situation.  

System analysis means the system division into its subsystems with the intention to discover which of the subsystems and why it can (can't) execute aims (subaims)set in front of it. The notion “system” and “system aim” are inseparably connected between each other and the system analysis allows to reply to the question: why this system can or can't execute the set aim.  

Not every analysis is a system analysis. 

For example, organ-morphological analysis allows to carry out the classification of diseases according to external anatomic signs (signs of a structure, texture, form), according to organ features (cardio..., pulmo.., gaestro, etc.) and according to morphological signs (tumors, inflammations, structure's defects, etc). Essentially it is the structural analysis and its main analytical tool is statistic mathematical models. However, this analysis doesn't give the system classification of diseases. It is connected with the fact that the central notion of a “system” is a notion of “aim” and organ-morphological analysis can only show which elements the given object consists of. At this organ-morphological analysis doesn't explain for which aim it was meant and which is the role of each element in achievement of the given aim ( an object “consist of... and meant for...”).
The most important chain of the system analysis is the formulation of a concrete aim. At this the aim of the system analysis is considered from the point of view of decision-making. 

Under the aim the system assignment in the frames of a concrete task is meant. Most systems are multi-purpose, as for any system it is possible to compose several sets of limits, which lead to new aims and respectively to new tasks.  

The aim setting allows to formulate many possible decisions, corresponding to the set aim, in the very beginning of the task solution.  

For example, the task aim is the choice of optimal tactics of the treatment of patients with some complex of diseases and symptoms. Initially a lot of medicines are appropriate. Let's formulate the set of limits: 

а)
pharmaceutical form of the medicine – tablets.

b)
intake mode  – once a day.
c)
the absence of side effects (taking into account contraindications)

d)
price of not more than 100 grivnas.
e)
the presence of a medicine in a pharmacy.
As it can be seen, the set of limits is significantly decreases the number of decisions.

Aims can be negative and positive. It is connected with the fact that problems can be of two types: some of them are connected with destruction, removal or limiting something, others – with the achievement or acquisition of something.  

The solution of problems of the first type means the removal of the source of the dissatisfaction by the existing state of events (for example, a disease, noise) – these are negative aims. The solution of problems of the second type means the access to the source of satisfaction (for example, the purchase of the necessary medicine) – positive aims. 

Positive and negative aims are relative notions. For example, the desire to get rid of a disease can be considered as a wish to be healthy. However, it is necessary to treat the similar identification with caution. If, for example, someone just doesn't want to undergo through the course of treatment, then the refusal from this treatment represents the negative aim. However, this unwillingness is connected with the fact that the treatment will be carried out by another, more effective means, then it is a positive aim. 

Positive aim often supposes the presence of a negative aim, however the inverse proposition is wrong: the refusal from the undesirable isn't always equal to the achievement of the desirable. This way, for example, the release from toothache by means of the medicine intake or the extraction of a tooth won't be able to provide the full health for a human's organism. At the same time at the achievement of a positive aim – providing with the full health – is automatically achieved by releasing from toothache.

Efforts, aimed to the release from what is undesirable (negative aims), represent the retrospective solution of problems, oriented for the analysis of the past. 

Efforts, aimed to the achievement of something which doesn't exist, but is necessary (positive aims) represent the prospective solution of problems, directed to the future. 

The problem of the definition of a true aim of a system is a very important stage and it requires the right choice of the efficiency criteria. The most important requirements during the choice of an efficiency criterion are:  

- representativeness  (criterion must directly reflect the system aim, completely correspond to it, evaluate the efficiency of the main, not secondary task); 

- criticality to investigated parameters (sensitivity of a criterion to changes of the investigated parameters);

- maximum possible simplicity (the introduction of secondary values to it can make an investigation complicated).

Concrete examples of the choice of the efficiency criteria won't be considered in this lecture. 

This way, the main task of the system analysis is the search of ways to transform the complicated into the simple, division of a task hard for understanding for the set of tasks for which there are elaborated methods of investigation or decision. The division of complicated tasks for the simple ones in many cases allows to evaluate them not only qualitatively, but quantitatively and it is meant to raise the accuracy of the cognitive process. For the quantitative evaluation of the efficiency of the achievement of the system efficiency measures (criteria) are used. 

The definition of system margins in general and environment.  System in general includes all the systems, which supposedly, will influence the considered problem. 

By the method of exception we refer to the environment all the systems which were not included to the system in general and which don't influence the considered problem.  

If to include in the system in general few systems it will lead to extreme simplification and wrong decisions, if too many – it will complicate the description, there won't be enough of computational resources and we won't be able to find a solution. This way, the systems margins depend on the analysis aims, which require the accuracy of a result and resources which are at hand. 

For example, if it concerns the treatment of one patient (solvable problem), a head doctor can be limited by the frames of a hospital. However, there can be factors which take the system limits beyond the hospital frame: complications which can't be treated in this hospital, negative attitude of relatives to the particular hospital, etc.  

Methods of the system analysis

For the solution of a task regarding the division of the complicated by more simple components, the system analysis possesses the set of methods: 

– expert-intuitive or non-formal methods: expert evaluations, scenarios, “brainstorming”;

– quantitative (formal) methods: mathematical, statistic;

– graphic methods: tree of aims, tree of interconnection;

– methods of modeling: imitation, game, models.

Let's briefly stop at basic types of expert-intuitive methods.
Method of expert evaluations is based on the receipt, procession and generalization of information of specialists (experts) which have high qualification and experience in the respective knowledge domain (activity).

Method of «brainstorming» is based on stimulation of creative productive activity of experts by means of general discussion of a concrete problem, which is regulated by certain rules. At this the evaluation of the quality of suggested ideas is “forbidden”, the time of one performance is limited and all the suggested ideas, etc are fixed. 

Method of the scenarios creation is used more often during the solution of the task prediction. Scenario is a description of the probabilistic development of the process or state in the future. Usually three types of scenarios are drafted: optimistic, medium and pessimistic ones. 

One of the main tasks of the building of the tree of interconnections, which belong to methods of the system analysis is to find the full set of system elements at each level of the analysis, definition of interconnection and subordination between them, and also the definition of a coefficient of the relative importance of elements of each level.  

For example, for a medical problem, the structure of such a tree is defined in the result of the problem detailed elaboration towards the disclosure of its content, down to concrete normative values of separate indices. These indices (elements) characterize the measure of achievement of the set medical aim. The main aim at null (general) level is the problem aim itself (for example, to provide the necessary level of medical service). On the first level of aims the content of the main aim is disclosed, for what it is structured for separate elements (aims of the first order) by the principle of covering all trends of medical service. On the second level the further concrete definition of the main aim is realized. On the third level, and if necessary, on the fourth level concrete values of normative indices of the set medical aim are formulated. For example, such concrete norm can be the augmentation of the level of medical service in two times. 

System analysis of pathogenesis and symptom complex of a disease
The complexity of an organism as a system is defined by the presence of huge quantity of connections on all levels in it. Directly or indirectly, all subsystems are connected between each other. Due to the presence of big quantity of interconnections in a healthy body there are no organs or group of cells which function separately and independently from each other. This way, for example, the breathing subsystem is connected with circulatory subsystem, which in its turn is connected with other subsystems, etc.
Human organism is an open system which is constantly influenced by outside factors: temperature, moisture, sun radiation, etc. Any changes of these factors evoke the adaptation changes in an organism itself and are called disturbing influences. Besides, an organism is connected with the environment energetically, as it consumes from outside all the necessary energy components (oxygen, fats, proteins, carbohydrate).

Apart from connections, directed from the medium to an organism, there are connections from an organism to medium. These connections are conditioned by functions of excretion of food waste, metabolic products, surplus of heat energy, surplus of liquid and salt.  

The support of vitally important parameters of an organism in its tight limits favorable for it, the provision of adaptation features of an organism in the conditions of disturbing influences of environment, is provided by diverse negative feedbacks which   duplicate each other to the certain extent. Keeping constant the most important parameters (homeostasis) is realized in an organism in a rather reliable way. The dysfunction or weakening of some connection influences the interaction between structures in more or less insignificant way, as other structures and other connections take for themselves the binding load. 

Any pathological phenomenon which appears in an organ or tissue, by means of existing connections is the source of the disturbing influence towards other organs. 

Principles of the system analysis of the interaction of organism structures
The obtaining of integral, complex presentation about an object is possible only in the result of the study of its structure components. The type of the system analysis, known as structural analysis, is the methodological basis of this fact. It was developed in the 60-70ies of the XX century by Douglas T. Ross. The main principle of the structural analysis is a structural element – object which executes one of elementary functions of a modeled object, process or phenomenon. The structural analysis assumes the investigation of a system by means of its graphic modeling representation, which starts from the general review and then is worked out in details, obtaining the hierarchy structure. For such an approach it is typical to use the formal rules of a record. The aim of the structural analysis lies in transformation of general, vague knowledge about the initial object domain into precise models. None of the particular subsystems of the human's organism can't completely provide the modeling of biological processes in an organism. That's why for the receipt of the integral picture of organs functioning it is necessary to take as the basis the description of one of chosen structures and integrate it with other ones. For medicine the methods of structural analysis are rather topical as they allow, in particular, to determine the pathogenesis of a disease. As it was mentioned above, the division of a system for subsystems is called decomposition. 

Decomposition is the conditional technique and allows to represent a system in the form convenient of perception and to evaluate its complexity. In the result of a decomposition of a subsystem by certain signs separate structural elements and connections between them are distinguished. Decomposition is a method to avoid difficulties in understanding the system. The decomposition solution of an initial global task is the definition of a solution by means of the system of interconnected local tasks. At this it is meant that private or local tasks are less complicated than an initial task to the certain extent. 

The main problem is the research of the structure interaction and their influence on each other in the process of the life support of an organism, its adaptation to current conditions of environment and reacting at different types of pathological processes. 

Let's consider the rules of the research formalization of interaction between structures which don't depend on their level. 
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If it is known that during the change of х for one unit, у is changed for а units (а – constant value), then the record form of the dependency of y on x looks in the following way: 
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If the change in the characteristics of the structure х defines the change in the characteristics of the structure у, and it, in its turn, defines the change in the characteristics of z, then it is written down as 
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Any parameter which determines the dependency of the change of characteristics of one structure on changes of another one is called a structure coefficient. 

In many cases it is ought to suppose that these coefficients are variable values, depending on the time of the day, organism state, environment state, etc. They are different for the same interconnecting structures of different individuals. For example, let’s consider, the biochemical process, which describes the influence of adrenaline on glucogenesis.  
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In this chain in the result of adenylate cyclase activity increase the content of ATP is decreased (b- negative), adenosine monophosphate content is decreased which in its turn evokes the decrease of B phosphorylase content; etc.
The same characteristics can be simultaneously influenced by independent influence of 2 or more structures. If, for example, structure у  is simultaneously influenced by structures x and z, then graphically it is displayed as 
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If not the change of у under the influence х is evaluated, but an absolute value of  у, then it is reasonable to apply a formula 
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In those cases when some structure doesn’t only undergo through the influence of another structure, but influences it by itself, the feedback which has the name of a feedback loop or just a loop is formed. 

Graphically this loop is portrayed as:


[image: image35.emf]y x


[image: image36.png]Adrenaline 7 a_ Glucose
production °x 7 content in blood




As, for example, the increase of adrenaline synthesis evokes the glucose level increase in blood. At this glucose is more intensively expended in an organism, in particular, as with the increase of adrenaline production the intensification of the standard metabolism is usually connected. However, in case of the excess of the normal level of glucose content in blood the negative feedback with the cells of meduila of adrenal cortex appears, in the result of what the adrenaline synthesis decreases again. Similar cases of mutual stimulation are observed in the process of the organism development, when the coherent mass augmentation of separate organs and tissues take place. 

Besides, one more rather rare variant characteristic for some development processes of an organism is possible, when the elimination (withdrawal, exclusion) of some structure and the replacement of its functions by another structure takes place. The interaction process is over at this point if either one of interacting structures stops its existence or its qualitative regenerations take place. For example, the augmentation of a womb during pregnancy is stimulated by a foetus development, at the foetus growth in its turn is stimulated by the womb augmentation during the whole period of its development till the delivery. 

Analysis of causes of phenomena, which appear during the 
pathological process
At the analysis of causes of a pathological process the insignificant quantity of links (more often, it is one) which is the initial for this process can be distinguished. Factors which are the initial cause of the disease influence these links/ such a link (links) can be called the basic ones in the pathogenesis of the disease. For example, the stenosis of the left atrioventricular aperture is the main link in the system of the big quantity of subsequent dysfunctions: formation of constant excessive intrinsic pressure and as its sequence the appearance of the dilatation of the left atrium, dysfunction of the right ventricle due to the insufficient blood flow, stagnation in the greater circulation due to the decrease of the volume of blood pumping by a heart, etc

Questions for seminar:
1. Common notions of the system theory.


1.1. Signs which allow to distinguish a system from “non-system”.


1.2. System structure. Types of system structure.


1.3. Determined (completely determined) and probabilistic systems. Methods used for the investigation of system.


1.4. Connections between elements, structures and subsystems of systems.


1.5. Main features of systems and their peculiarities.

2. System analysis and its main stages.

3. Methods of the system analysis.

4. Peculiarities of system analysis in solving a medical tasks.

TOPIC 10
Decision-making in medicine
Topic’s plan:

1. Problem of the decision-making. Basic components of the decision-making process.

2. Interactive approach to the decision-making

3. Classification of decision-making tasks

4. Basic methods of decision-making in medicine

In different medical tasks (accumulation of information about a patient, diagnostics and choice of decision tactics) a doctor faces a general problem – problem of the decision-making. At this with every year the requirements to the diagnosis accuracy and its reliability grow. In other words, to its verity. 

Decision theory - a field of study involving the concepts and methods of mathematics, statistics, economics, management and psychology to study the patterns of choice people solutions to all sorts of problems, as well as ways to find the most favorable of the possible solutions.

Under the decision-making is meant a special process of human activity, directed to the choice of the most acceptable variant of decision-making. The example can be process of the decision-making about the type (form) of disease, about the known initial information (results of analyses, external manifestations of a disease) or the solution of a problem of so-called group choice of decisions, when the  main task consists in mentioning the “fair” principles of the calculation of individual choices, leading to a reasonable group decision. This task is solved for example, by means of a consultation where every participant expresses his/her opinion regarding the treatment plan and in the result, one optimal variant is chosen. How to make it? Which result is considered to be the good one and which features should it possess?

The choice of a director of a medical center can be one more example. Let's assume that two candidates  claim for the position of a head doctor. Each of them is supported by a group of colleagues. At skillful running of business the minority can impose their opinion on the majority, though the voting will always be carried according to the rules of majority (paradox of the multi-step voting). The idea of this method is shown at Fig.10.1.
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Fig. 10.1.
In the given scheme the second candidate is initially supported by 19 colleagues versus 8 colleagues which support the first candidate. The advantage is evident. However, during the skillful grouping of voters and the carrying out of step-by-step elections, the situation is changed for the quite opposite one and the advantage is in favor of the first candidate.   

Let's give one more example. A doctor chooses the medicine for a patient taking into account the following multitude of alternatives: 

- х1: medicine of the world-famous company-producer at the price of 100 USD .
- х2:  medicine of the company producer famous in one country at the price of 70 USD. 

- х3: medicine of the little-known company producer at the price of 30 USD .
It is easy to imagine the situation when a doctor will prefer x1 to x2, having considered that the positive experience of application of this medicine will cover the price difference.
This preference can be marked as (x1, x2) which will mean that "x1 is better than x2", In the similar way it can be assumed that x2 is better than x3. At the same time, comparing x1 and x3, the choice "x3 is better than x1" (too big difference in price). This way, the system of preferences is set by multitude of pairs (х1, х2), (х2, х3), (х3, х1). Which principles to be guided with for the decision-making in similar situations?

Given examples don't exhaust all types of decision-making tasks.

Medicine is the semi-structured knowledge which creates serious difficulties for the process of decision-making. In some cases which are characterized by classical manifestations of diseases, hypothesis or even a final decision appears in the process of an examination, in other cases – after special research. It is important to note that the sequence of diagnostic researches can be subject to correction and sometimes to the fundamental transformation, depending on results obtained in the research process. The speed of the decision-making depends on the qualification and diagnostic "feeling" of a doctor also on the peculiarities of the disease manifestation from a concrete patient. 

Obtaining the information from the surrounding world, analyzing the arisen situations a doctor constantly refers to data stored in his memory.  

The characteristic feature of the human's (doctor's) memory is that the general quantity of the reproduced information is smaller than the quantity of the perceived information while in a technical storage device these quantities are equal. Besides, in distinction from technical devices in the human's memory in the process of fixation, storage and reproduction, the information loss always takes place. 

Lately there has been an immense leap in the development of PCs and software. A lot of software products, which realize the methods of decision-making, have been created. It gives the opportunity to verify the made decisions, preliminary having built a model of the medical-biological process. 

The free access to the software permits to solve medical tasks in the interactive (dialogue, on-line) mode. The interactive mode is the operation mode which realizes the interaction between a person and computer. Applying interactive procedures, a doctor can find optimal task solutions in a dialogue mode, changing conditions-restrictions of a task or parameters of objective functions. In every iteration (program execution step) a doctor, as a person who makes decisions (DMP) can generate new conditions of a task for the further investigation. 

Interactive procedures give the possibilities for effective division of labor: a computer executes what it does best of all (processes data) and DMP develops methods for the obtaining of the best decision on the basis of new information. At this the main role always remains with a person. 

To make a decision means to make a choice out of several alternatives.

Regardless the diversity of existing problems, the following basic stages of the decision-making procedure are distinguished:

· Aim definition.

· Formation of the multitude of alternatives (the definition of the multitude of possible decisions).

· Formation of the evaluation which allows to compare alternatives (evaluation task).

· The choice of the best solution from the multitude of possible solutions (optimization task)

In the theory of decision-making the aggregate of listed tasks makes up the general problem of the decision-making.

The theoretical basis of three first tasks is the system analysis (it will be considered later), and the fourth one is the theory of mathematical programming.

If a task solution isn't known (the analogue is absent or the solution is ambiguous), then the problems of the definition of decision search method come forth.

Most of these methods are based on strategies of complete enumeration, implicit enumeration and enumeration on heuristics basis (heuristic search).

The strategy of the complete enumeration is used at the absence of efficient a priori (initial) information about a task and relatively small multitude of alternatives (up to 103 elements at manual computation and up to 109 elements at computer  computation).

Implicit enumeration contains a big group of so-called gradient methods: simplex method, method of minimal cost, dynamic programming, etc. All of them were based on the consideration of each step of search, not of all the task space, but of some of its fragment. 

Heuristic  methods are methods of tasks solution based on heuristics or heuristic argumentation, i.e. on the usage of rules and techniques which generalize the past experience and intuition of a person who decides. Heuristic considerations in the broad sense is the division of psychology which studies out the nature of human's  intellectual activity, intellectual operations at his/her solution of different tasks. Only those methods belong to heuristic methods which are directly connected with abilities of a person, with suddenly offered decisions, i.e. directly with the term -  eureka, insight.

Their application is also appropriate at hard resource limits (actions in extreme and unknown situations).

As it was mentioned already, decision-making, essentially, is nothing but a choice. To make a decision means to choose the concrete variant of actions from multitude of variants. Variants of choice are commonly referred to as alternatives.

Multitude of alternatives, first, depend on the existing knowledge base: either an algorithm of the task solution is already contained in the base or there is no algorithm in the base, but there is its analogue, or a task doesn't have analogues in the knowledge base. Second, multitude of alternatives depend on the problem situation: either a new task is solved or the condition of the system functioning changes or the new information has appeared or the shutdown of a system or its elements has taken place. 

The event (outcome), which possibility of occurrence is dictated by the given decision, is called the sequence of the decision-making.

System of preferences – rules, criteria, by means of which alternatives are compared and decisions are taken. 

Solution – solutions (alternatives), which conform to the rules contained in the system of preferences.

The common task of the decision-making (task of choice) can be formulated in the following way.

Let X be the multitude of alternatives (decisions), Y – the multitude of possible sequences (outcomes, results). The existence of the casual relationship between the choice of some alternative 
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 and the occurrence of the corresponding outcome 
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. Besides, the presence of the choice quality evaluation mechanism – usually by means of the outcome quality evaluation – is supposed. It is necessary to choose the best alternative, for which the corresponding outcome has the best quality evaluation .

Based on the connections between decisions and outcomes the following classification of the decision-making tasks is common. 

Determined tasks of the decision-making.

The most simple type of connection – determined – corresponds to it, when each alternative leads to the only one result. In this case there is the functional dependency between the alternative 
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 and outcome 
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 (Fig. 10.2).
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Fig. 10.2. Determined connection.

In case when not only one result corresponds to each alternative, i.e. there is the undetermined type of connection, then the decision-making tasks are divided into two subclasses:

а) task of the decision-making in the conditions of risk;

b) task of the decision-making in conditions of stochastic (probabilistic) indeterminacy 
In Case (а), in distinction from Case (b), the probability density function at multitude of outcomes Y corresponds to each xi alternative (they say that with every  xi some lottery is connected).

At Fig. 10.3 each arrow is characterized by the weight, i.e. Рij number – the probability of the outcome уj at the choice of хi  alternative. 
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Fig. 10.3. Probabilistic connection.

In conditions of indeterminacy (case b) of the undetermined connection  “alternative-outcome” two types of tasks appear :

1) decision-making tasks in the conditions of the passive interaction of DMP (decision making person) and environment, i.e. environment is passive towards DMP;

2)decision-making tasks in the conditions of a conflict (game). In this situation the environment is active towards DMP which is reflected by actions of another person.

At Fig. 10.4 Case 1 corresponds to the decision-making in the conditions of indeterminacy; outcomes, which correspond to the choice of х1, х2, х3 alternatives, are marked by y1, y2, y3 points  (three alternatives and three outcomes). Case 2 characterizes the task of the decision-making in the conditions of risk: after the choice of any x1, x2 or x3 alternative only the interval of the corresponding y outcome can be indicated. Case 3 reflects the situation of the choice in the conditions of risk.  Graphs of the corresponding densities of the distribution of the event y depending on the choice of x1, x2 or x3 alternatives are shown. 
Let's consider in details the notion “decision making person” (DMP). DMP is a person who sets the priority and in whose interest decisions are taken. As a rule DMP (for example, a doctor) tends to obtain the best (optimal) decision from its point of view. The choice of a decision depends on the information which DMP possesses in the given knowledge domain and also on the fact how he sets the priorities, i.e. the thinking style and behavior strategy. 

For example, one person likes to risk, another one is too cautious, the third one prefers the “golden mean”, etc. This way DMP possesses some freedom of choice. However if he doesn't take into account the peculiarities of the problem solution, then the obtained decision can differ from the reality 
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Fig. 10.4. The connection of alternatives with outcomes at different 
types of indeterminacy.
and lead to negative consequences.
For example, at the calculation of the expenses for nourishment, the necessary quantity of fats, proteins and carbohydrates, etc. should be taken into account: at the choice of remedies  it is necessary to take into account the contra-indications, side effects, a pharmaceutical form of the medicine, its price, etc. 

In examples shown below the minimum of expenses, maximum treatment effect are objective functions (optimized criteria) and the necessary quantity of fats, proteins and carbohydrates; pharmaceutical forms of the medicine, changes of the patient's condition, side effects and contra-indications of drugs are conditions-restrictions.  

There are no principal differences in finding maximum and minimum, that's why they usually talk about optimal (lat. оptimum – the best), or extreme values of an objective function. The task of finding the minimum of an objective function f(х) ( for example, expenses for nourishement) is equivalent to the task of finding the maximum of the same function with the minus sign and vice versa. 

All the requirements, formulated in real tasks and written down as mathematical expressions, make up so-called the mathematical task definition.  The process of the mathematical task definition and its further solution can be presented as number of stages.  

1. The study of an object represents the analysis of object functioning peculiarities. At this stage factors, which influence an object, are revealed and the level of their influence is defined; object characteristics are studied out at different conditions; optimizing criteria (objective functions) are chosen.

2. Descriptive modeling lies in setting and fixation of basic connections and dependencies between characteristics of a process or event according to the optimized criterion.  

3. Mathematical modeling.

4. Choice and creation of the method of solution. 

Let's give an example of a mathematical model of the nourishment task. Let 3 different nutrients (proteins, fats and carbohydrates) be included in a patient's ratio  and they are required to be in the quantity not less than b1, b2, b3 units. They are contained in 5 different products which can be purchased at the price of c1, c2,…, c5.

The product unit of ith  product contains aij of units of j-th nutrients, i.e., for example a23 shows that in the unit of the second product there will be a23 units of the third nutrient.

How many products of each type 
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 should be purchased so that their price was minimal and a patient's ration contained all the necessary essences in the required quantity?

The objective function of this task is to minimize the expenses for nourishment (x1,…, x5) by the quantity of products :

c1x1+c2x2+c2x3+c3x3+c4x4+ c5x5=
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Conditions-limitations of the task are the following: the quantity of the first nutrient should be not less that b1, i.e.
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Similar for other nutrients:
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It is evident that the quantity of products is of non-negative value
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Such set of sought quantity values (variables) which satisfies the set conditions-restrictions of a task is called the feasible solution. 

That solution from the multitude of feasible solutions at which the objective function achieves its maximum (minimal) value is called the task solution. 

5. The task solution by means of computer. Tasks which describe the behavior of real objects, as a rule, have a lot of variables and many dependencies between  them. That’s why in reasonable time they can only be solved by means of a computer.

6. The analysis of the obtained decision. Decision analysis can be formal and substantial. At formal (mathematical) analysis the correspondence of the obtained mathematical model (if the initial data are inserted correctly, if the computer programs function operate well, etc) is checked. At  substantial analysis the correspondence of  the obtained decision to that real object which was modeled is  checked. In the result of the substantial analysis some changes can be introduced to the model and the whole process will repeat itself. The importance of the substantial analysis can be demonstrated on the example when the task about nourishment was solved for the first time. Then as an optimization factor they took the minimum of expenses and in the conditions-restrictions only requirements to the food  caloric value were included. There was the following task solution: it is necessary to eat vinegar, which is contained in different foodstuff, then the calorie content will be provided and the  price will be minimal.

7. The analysis of the decision stability. In order to verify the decision stability changes are introduced to the initial data within the limits of possible tolerances or intervals of sign existence and then the decision behavior is checked by analytical or numeric methods.  

The development of the task solution methods, which contain the objective function and conditions-restrictions, is considered in the mathematics section called mathematical programming. 

Mathematical programming is the mathematical discipline where theory and methods of the task solution about finding function extremes on multitudes defined by equality and inequality are studied out.   

Tasks with several objective functions or with one objective function, but which take vector values or values of more complicated nature are called multicriteria tasks. They are solved by means of the information to tasks with the only objective function or on the basis of “game theory” where it is supposed that a person who makes a decision gambles while trying to achieve the maximally good result. «Game theory» – is the section of mathematics oriented towards the building of formal models of optimal decision-making in the situation of the competitive interaction strictly regulated by a table of wins and losses. 

The application of “game theory” in clinical practice is connected for example with the presence of a conflict between a patient and a doctor – not fulfilled hopes for the recovery, non-satisfaction of subjective expectation of polite and courteous attitude,  too high demands of a patient towards medical staff, etc. Conflicts in the clinical management are evident – between officials and practical doctors, insurance companies and hospitals, etc.   Conflict of sides is the most important element of the play and normal event of the social life. A conflict can take place at the inner personal level, level of interpersonal interaction, between social groups, states. The conflict formation most often is explained by objective conditions: any development predetermines the conflict formation which can't be avoided. Studying the problems of the conflict development, it is necessary to concentrate on the ways to solve them, their transformation to not dangerous condition which can be controlled and changed by a person himself/herself. This way the necessity of the conflict solution appears, including the usage of the decision-making theory by the mathematical method “game theory”. 

If in the course of the decision-making DMP doesn't receive or lose information, then the decision-making can be considered as a momentary act. Corresponding tasks are called static tasks. On the contrary, if in the course of the decision-making DMP receives or loses information, then such a task is called a dynamic task. In dynamic tasks it is expedient to make decisions step by step (multi-step decision). The significant part of dynamic tasks is included to the section of mathematics dynamic programming.  

In his/her professional activity a doctor constantly faces the situations where this information turns out to be incomplete and only indirectly connected with what he needs to know about a patient in reality. In these cases a doctor has to make decisions about a diagnosis and treatment in the conditions of indeterminacy (inaccuracy, illegibility, inconcreteness, fuzziness, fairness, vagueness, inauthenticity). The additional quantity of information, submitted to a doctor isn't always the means to decrease the indeterminacy.

Diagnosis and the choice of action are terms used in researches of the decision-making in different areas of human's activity. In medicine they are equivalent to the terms of diagnostics and treatment. Processes of the decision-making about the diagnosis and choice of treatment are tightly connected and should be considered together.  

 As it was mentioned above, the additional information isn't always the sufficient condition to remove the indeterminacy which a doctor comes across with during the work with a concrete patient. That's why the choice of methods, which will help to the doctor to make a decision about a diagnosis according to the available data in the most efficient way and to choose the optimal decision, is very topical.

The term “optimal treatment” lies in the frames of conception of maximally expected value and the conception of minimally expected losses which is also connected with it, and it is the important moment in the treatment choice.

For example, it is necessary to analyze the medical data from the point of view of the diagnostic value, i.e. to determine which signs and symptoms are of the most importance for diagnosing (maximum informative weight, minimal information loss). 

A person isn't capable to extract from the processed data all that level of determinacy which is contained in them in the hidden form. It is connected with several reasons, in particular, for example, with the errors of observers, misinterpretation of results of diagnostic tests (for example, roentgenograms), insufficient accuracy of diagnostic tests.  

Referring to the set of problems, connected with technology of decision-making, medical diagnosis at that is of probabilistic nature and is connected with the hypothesis verification (you have already come across the notion “hypothesis” in the lecture “Statistic methods of the procession of medical-biological researches ”). 

At the decision-making DMP tries to verify some assumption or hypothesis. As, for example, if in the previous month the average quantity of bed days of patients who went through the treatment with some diagnosis was equal to 15 days, then we could expect that in the current month this quantity would be equal to 15. If it turns out that in the current month this index is equal to 10 days, then our expectations were wrong and the hypothesis that the average quantity of bed days in the considered month will be 15 days will have to be rejected.   

However the problem here lies in the fact that the obtained result which is equal to 10 days represents the result of one accidental sampling. Probably, in reality the average quantity of bed days in the considered month consisted exactly of 15 days, but we had been checking that “unsuccessful” random sampling of the volume of, for example, 30 observations that we got the distorted result. What is the probability that the deviation between the factual sampling result (10 days) and our preliminary hypothesis (15 days) is conditioned only by the error of the accidental choice? Exactly these problems are investigated by means of methods of statistic hypothesis verification. As it was mentioned earlier, the special type of statistic hypotheses is so called “null hypothesis” (H0). In our example the null hypothesis will lie in the fact that the average of the general population is equal to 15 (at the standard deviation equal to 4, i.e. 
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= 15; S = 4). From the material of the first year you know that the sample average is the point estimate of the mathematical expectation of the general population. The confidence interval for M(x) is calculated according to the following formula
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Then the interval for the mathematical expectation consists of: 
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From the data shown above it goes that the average value of any sampling from this population with the probability of 0,95 should lie in the interval 13,55 – 16,45, this way the value 10 is improbable. The assumption about the fairness of the null hypothesis led to the improbable conclusion. That's why the hypothesis needs to be rejected.

The choice of the null hypothesis is the decisive moment during the check of the significance of obtained results. “Significant” result is equal to the fact that the null hypothesis should be rejected as it turned out to be faulty. This way, DMP made an error during the choice of hypothesis, probably due to the lack of knowledge about an investigated object or due to the result of insufficient competence. The obtained results don't correspond to the initial assumptions. Significant results are “good”. It is often reported that the obtained results are significant at the significance level of   0,05%, 0,01%. 

In general, it can be said that the essence of the hypothesis verification lies in the fact that the assumed object is compared with the certain standard and in the result of this comparison a correct or erroneous judgment, called the decision, is made. The essence of the statistic hypothesis verification consists in accepting or rejecting a hypothesis  according to the data of a random sampling with the minimal risk of an error. Usually the checked out hypothesis is called “null hypothesis” and is marked as  H0. 

Hypotheses, which affirm that the difference between the compared values doesn't exist, and the observed deviations are explained only by random fluctuations in samplings, are considered to be null hypotheses. Other hypotheses which differ from H0, and oppose it are called alternatives and marked as  H1.

The rightness or faultiness of a decision depends on the fact if a hypothesis is true or false. If a hypothesis is true and DMP accepts it, then it is a right decision from his/her side. Statistically, a right decision is characterized by the confidence probability, marked as 1-α. But if a hypothesis is true, but DMP rejects it due to some reasons, then it is his false decision. It is called the error of the first kind and it is evaluated by the probability marked as  α. In case if a hypothesis is false but DMP accepts it, then it is a false decision. It is called the error of the 2nd kind and it is evaluated by the probability marked as β. If a hypothesis is false then the correct decision is its rejection. In scientific researches those means of the hypothesis verification  are preferable by means of which the possibility of errors of the 2nd kind is minimized (i.e. to accept the false hypothesis as the true one). Features of some means to accurately reject false hypotheses is called the power of this means. Quantitatively the power is characterized by the conditional probability  1-β, where β is the possibility of errors of the 2nd kind. 

This way during the acceptance of a statistic decision there is always the possibility to miss an error, these errors can be of two kinds: 

1) rejection of H0 (i.e. thought to be false) while H0  is true in reality (error of the 1st kind or error of α-type); 

2) acceptance of H0 (i.e. thought to be true) while H0 is false in reality (error of the 2nd kind or error of β type).

All written above can be presented as a table.

	Hypothesis characteristic and DMP's actions
	Statistic characteristic of a decision
	Probability

	hypothesis is true and DMP accepts it
	true decision
	(

	hypothesis is true, but DMP rejects it
	error of the I kind
	1–(

	hypothesis is false, bur DMP accepts it
	error of the II kind
	1–(

	hypothesis is false and DMP rejects it
	true decision
	(


The probability of an error of the first kind is called the significance level  α. 

The probability to accept the true H0, equal to 1-α, is called reliability (this is the probability not to make an error of the 1st kind). 

The probability not to make the error of the 2nd kind (on the condition that H0 is false, to reject the null hypothesis), equal to 1-β, is called  the power of test.

If H0 is true, there is a possibility to make only the error of the 1st kind. If H0  is false, there is a possibility to make an error of the 2nd kind. We chose ourselves the probability of an error of the 1st kind α. That's why it can be avoided by decreasing the numeric value of the significance level α. Simultaneous decrease of probabilities of both errors is possible with the augmentation of n sampling volume. 

Those hypotheses, which can be verified in the future, belong to scientific hypotheses. The empiric verification of a hypothesis is called verification. 

For the statistic verification of medical hypotheses the following tests are used: t-Student, λ-Kolmogorov, F-Fisher, χ2-Pearson, G-Cochran etc. 

Such criteria as λ, χ2, are nonparametric tests as they serve for the verification of hypotheses about distributions in general. Tests t, F, G are parametric, as they serve for the verification of hypotheses about distribution parameters. 

The powerful tool of the probability theory is Bayes' theorem which was considered in the course of biophysics. By means of Bayes' formula it is possible to accumulate the information which comes from different sources with the aim of confirmation or non-confirmation of the certain hypothesis (diagnosis). Bayes' formula allows to use together the observed data and information known before by means of conditional probabilities for the solution of the differential diagnostics task.  

Let's give an example. Let a patient be suspected in having the flu. This way, there is some hypothesis H, which lies in the fact that a patient will have the flu, not something else. Let's think that in medical establishments on the basis of statistic data obtained earlier a priori (initial) probability P(H) is known  that a patient will catch a flu in the given season and location. Let the sign D mean that a concrete patient has the high temperature. Bayes' formula allows to get the probability of the flu if a patient has high temperature P(H/D) (final or a posteriori probability). This way we want to precise a priori probability of the H hypothesis verity on the basis of the information we have. According to Bayes' formula we've got the following equation:
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In order to use Bayes' formula as an example it is necessary to know probabilities: P(D/H) – probability of a high temperature at the flu presence; 
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 – probability of a high temperature at the flu absence. We suppose that both of these probabilities are known for us. They are obtained during the processing of statistic data accumulated earlier. It is clear that all three numbers P(H), P(D/H), 
[image: image59.wmf])

/

(

H

D

P

, can be obtained earlier and don't depend on data of a concrete patient. Knowing that 
[image: image60.wmf])

(

1

)

(

H

P

H

P

-

=

, we can use Bayes' formula. Let it be known that:
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Let it also be known that:
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Then according to Bayes' formula we get:
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This way the probability of catching flu at getting the evidence about high temperature augmented and made up 0,009 in comparison with 0,001 (initial a priori probability). 

Bayes' theorem is applied during the decision-making in expert systems. The work scheme of Bayes' expert system lies in the following. Initially we have a priori probability P(H) (in the example – a patient has got the flu), which is contained in the knowledge base. But having received the evidence В (high temperature) and having recalculated this probability according to Bayes' formula, we can write it in the place of P(H). The receipt of one more evidence leads to the renewal (increase or decrease) of this probability. Each time the current value of this probability will be considered to be a priori for the application of Bayes' formula. In the result, having gathered all the info, concerning all the hypotheses (for example, diagnoses of diseases), an expert system comes to the final decision, marking the probable hypothesis as the expertise result. 

In conformity with diagnostics, Bayes' formula allows to chose one of several diagnostic hypotheses, basing on calculation of the disease probability according to the probability of symptoms revealed in patients. 

Bayes' theorem says that the final probability of hypothesis P(H/D) is proportional to its initial probability P(H), multiplied by its likelihood P(D/H). 

The important role during the calculations according to Bayes' formula has the likelihood ratio (i.e. the ratio of two likelihoods). 
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This value can express, for example, the ratio of probabilities of set of symptoms during asthma to the probability of the same set of symptoms of a control group. Let's give an example.

In the anamnesis of a patient (age – 16 y.o.) there is a primary osseous tumor. What is the likelihood ratio for chondroblastoma relative to chondrosarcoma for a patient of this age group? The sought likelihood ratio can be obtained by means of initial data: P(D/H1)=P(age 16 y.o./chondroblastoma)=0,75; P(D/H2)=P(age 16 y.o./chondrosarcoma)=0,25. This way: 
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For two diseases 1 and 2 and the same set of symptoms Bayes' formula can be written twice in the following way:
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Having divided the first equation by the second one we will receive: 
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 is called initial chances (i.e. chances “not spoilt” by additional conditions).

Initial chances multiplied by the likelihood ratio (they say, modified by the likelihood ratio) represent final chances – Ch1.

Let's give an example. If a patient younger than 21 year old has the primary osseous growth, what are the chances that this is, most probably, an osseous sarcoma than reticular cells if it is known that:
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This way the technology of the decision-making in medicine actively uses the Bayes' theorem and the notion of chances connected with it.

Not less relevant is the technology of the verification of a diagnostic test reliability and the notions of sensitivity and specificity. Let's consider them.

The result of some test and two hypotheses regarding the function of distribution of this test result are given. It is necessary to make the best choice between these two hypotheses. 

Regarding a medical diagnostic test, this statement can be paraphrased in the following way. The random population of patients, who can be in one of two states regarding some disease – norm or pathology – is given. The function of distribution of  some test result corresponds to one of these states. It is required to make the best choice between these two states for each patient, i.e. practically to diagnose “norm” or “pathology” on the basis of a diagnostic test. The term “norm” is used here as “nonpathologic state”.

The reliability of a test used to distinguish healthy people from sick people can be characterized by means of such test characteristics as sensitivity and specificity. 

Sensitivity – is the capability of a test to give positive result when an investigated patient is really sick or “truly positive” regarding to the considered disease (i.e. to admit truly ill person to be sick according to the test results): 
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Specificity – is the test capability to give a negative response when an investigated patient doesn't suffer from diseases or truly negative regarding to the considered disease (i.e. to admit genuinely healthy people to be healthy):
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During the verification of the test efficiency for the presence/absence of concrete disease (pathology) 4 different outcomes are possible: 

а) a patient is rightly admitted to be sick according to the test;

b) a patient is falsely admitted to be healthy according to the test;

с) a healthy person is falsely admitted to be sick;
d) a healthy person is rightly admitted to be healthy.
Faulty test results are characterized by errors of the 1st and 2nd kind. 

Test results

	«а» – truly positive
	«b» – falsely negative (error of the 1st kind, α error)

	«c» – falsely positive (error of the 2nd kind, β error)
	«d» – truly negative


Error of the 1st kind is considered to be the less desirable for a test (it is bad “not to recognize a patient”), but in several situation the error of the 2nd kind when a healthy person will start to be treated can be very dangerous.  

Tasks from the area of “decision-making” appear when a task is so complicated that for its setting and solution the appropriate formalization apparatus  can't be determined at once and when the task setting process requires the participation of specialists in different knowledge domains. For these situation the technology of the “decision-making” has special approaches, techniques and methods. For the beginning the area of the decision-making problem (problem situation) is defined, factors which influence its solution are revealed, methods and techniques, which allow to formulate a task so that a decision would be made, are selected. Then an expression, which connects the aim with the ways of its achievement, is obtained. All this is realized in mathematical models – different criteria (functioning criterion, criterion or index of efficiency, objective function, etc.)


If one succeeds in obtaining the expression which connects aims with means, then a task can be solved practically always. It is easy to obtain such expressions if a law which connects an aim with means is known. If a law isn't known then it is necessary to choose the other way to reflect problem situations. The patterns on the basis of statistical researches or functional dependencies can be defined. If even this can't be done, then a theory which contains the set of statements and rules which allow to formulate the conception and construct on its basis the decision-making process, is chosen or developed. If the theory doesn't exist, then a hypothesis is set up and imitation models are created on its basis, by means of which the possible variants of a research are investigated.  

In order to help to set a task on the tight schedule, analyze aims, provide with possible means, to choose the required information (characterizing the condition of the decision-making and influencing the choice of criteria and restrictions) and ideally to obtain the expression which connects the aim with the means, system representations, techniques and methods of system analysis are applied. 

TOPIC 11

MATHEMATICAL MODELING IN BIOLOGY AND MEDICINE

Topic’s plan:

1. Classification of modeling methods.

2. “Predator-prey” mathematical model.

3. Mathematical modeling in immunology.

4. Mathematical model of bacteria population growth.

5. Mathematical modeling of infectious disease distribution in an inhabited locality.

6. Exponential model of reproduction law.

7. Logistic reproduction model.

8. Pharmacokinetic models. 

Classification of modeling methods
The mathematical modeling method is one of the most constructive tools to obtain new knowledge in medicine.

Model is like a mentally imagined or materially realized system which reflects or represents a research object. A model is capable to replace an object, so its study gives new information about this object.

There are many model classifications, the most general of them divides all the models in material, energy and information ones.

Under material models it is common to understand those models which reproduce the object structure and relations between its parts. The example of such models in medicine can be different artificial limbs, which look very similar to real limbs they replace.  

Energy models are used to model functional interrelations in investigated objects. These models, according to their appearance, don’t resemble modeled objects, but their aim is the execution of these objects; functions. For example, in medicine, such systems as the artificial kidney or medical ventilation apparatus are widely used. There is the set of elaborations where the qualities of material and energy models are combined, i.e. both according to their appearance and executed functions models are similar to organs they replace. Biooperated artificial limbs, artificial lens, recent developments in the field of artificial heart belong to such models.

In distinction from the first two models information models – are the object description. In medical-biological researches till the recent time mainly verbal models had been used to describe the work of biological systems. Lately mathematical models, which use the quantitative ratio between parameters of an investigated biosystem, have been used.

The biggest significance in medical researches mathematic models have obtained.

Mathematical models are divided into deterministic and probabilistic. In the deterministic models variables and parameters are supposed to be constant and they are described by deterministic functions. In probabilistic models, variables and parameters, characterizing it, are random functions or random values. 

Deterministic mathematical models more often represent the system of algebraic or differential equations. Probabilistic models are built according to results of experimental determination of dynamic characteristics of objects on the basis of mathematical statistics methods. 

Predator-prey mathematical model

“Predator-prey” type models belong to such trend in science as population dynamics. The periodicity of species population density (quantity) change was marked by Charles Elton in the 20-ies of XX century. There are different models of population dynamics. At this it is evident:

N(t + ∆t) = N(t) + B – D + I – E

N(t) – number of species at the period of time t

B, D – birth and death;

I, E – immigration and emigration

If Δt – is a small period of time, corresponding to the species biology (for bacteria – 1 minute, for elephants – 10 years), than I and E tend to 0.

Then the equation above will become:

N(t + ∆t) = N(t) + B – D

At this B and D aren’t constants: the more animals appear, the more of them are born, the higher the death-rate is.

For the first time in biology the mathematical model of periodical change of antagonistic animal species quantity was offered by the Italian mathematician V. Volterra with his collaborators. This model became the development of the idea, intended by A. Lotka in the book “Elements of physical biology” in 1924. So this classic model is known as the “Lotka-Volterra” model (resources and consumers, predators and preys, parasites and their hosts, pathogens and their hosts – all these models belong to “predator-prey” model).

Though in nature relations of antagonistic species are more complicated than models, nevertheless they are a good study object at which the main ideas of mathematic modeling can be studied out.

A modeling task is formed this way.

In some ecologically secluded area animals of two species live (for example, lynxes and hares). Hares (preys) eat vegetable food which they have in big quantity (in the frames of this models the limits of vegetable food resources aren’t taken into account). Lynxes (predators) can eat only hares. It is to be determined how the quality of preys and predators will change with time.

Let’s mark the quantity of preys as N, and the quantity of predators as M. N and M values are functions of time t. In this model the following factors are taken into account:

1. natural reproduction of preys;

2. natural death of preys;
3. violent death of preys as the sequence of their eating by predators;

4.  natural death of predators;
5. augmentation of predators’ quantity due to the food presence.

As the matter concerns a mathematical model, the task is to define levels to which all the defined factors are included and which would correspondingly describe the dynamics, i.e. the change of the quality of preys and predators with time.

Let during some time (t the quantity of preys and predators will change in (N and (М. The change of quantity of preys (N during the time (t is defined, first of all, by their augmentation as a result of natural reproduction (which is proportional to the quantity of preys at the specified moment):

((N)1 = АN(t,
where A is the proportionality coefficient, which characterizes the rate of preys’ reproduction in the specified conditions. Second, the decrease of preys’ quantity as a result of natural dying out also takes place and this decrease is also proportional to their quantity at the specified moment (В – is a proportionality coefficient): 

((N)2 = ( ВN(t.

Sign “minus” also shows the decrease.

Besides, the equation should take into account the decrease of preys’ quantity as a result of their eating by predators. The frequency of meetings of predators with preys is proportional to the quantity of preys and quantity of predators, i.e. to their product MN. So it can be defined as:

((N)3 = (СNМ(t.

The coefficient C characterizes the frequency of encounters of preys and predators.

Taking into account all these three factors the following equation can be introduced to mark the preys’ quantity change:

(N = АN(t (ВN(t (СМN(t
or 
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The quantity of predators augments as a result of natural reproduction at the sufficient quantity of food (preys), (М1 =QNМ(t and it decreases due to the natural dying out, 

(М2=(РМ(t, i.е.   
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Mathematical modeling in immunology

Immunity is a complex aggregate of organism reactions at the intrusion of antibodies – foreign objects or cells, tissues, proteins which regenerated. The specific immune reaction at the molecular level starts from the fact that the specialized plasmatic cells produce in big quantity protein molecules – antibodies, which neutralize antigens.

Let’s consider the operation model of the immune apparatus during the continuous infectious disease. This model is used in clinical practice for treatment of acute viral hepatitis and acute pneumonia.

The researches of nature of mathematical model decision gave four basic forms of infectious disease course. At the figure there are possible cases of immune reaction dynamics (X- is the quantity of antigens, Y – is the quantity of antibodies, t – is the time)
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Fig. 11.1. 

Subclinical form (1) takes place without physiological disorders in an organism and without visible manifestations. The means of immune protection easily destroy antigens, blocking them from reproducing to the dangerous limit.

Acute form (2) – in this case an organism is attacked by an unknown antigen in big quantities. At first its intensive reproduction takes place. When the immune system produces the sufficient quantity of antibodies against it, then the quantity of antigens abruptly decreases.

Chronical form (3) is the following: the dynamic equilibrium between antigens and antibodies is set. The permanent sick condition appears.

Lethal form (4) – immune response delays too much and big quantity of antigens provokes irreversible changes in an organism.

Mathematical model of immune reaction during infectious diseases is three interdependent differential equations.
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where Х – is the quantity of antigens; Y – is the quantity of antibodies; Z – is the quantity of plasma cells which produce antibodies.

The interaction of “pathogenic source” – antigens and immune organism powers in this mathematical model is of nature similar in interaction to the system “predator-prey”. So two first equations are similar to those studied in the previous chapter.

“Prey” is the foreign agent which will be quantitatively described by the concentration of the corresponding antigen X, “predators” are antibodies Y.

In the specified models the following processes and factors:

1. Reproduction of antigens (like the reproduction of foreign viruses and bacteria in a host organism). The reproduction coefficient A is considered to be proportional to temperature, i.e. = А(Т) = А(0)/Т. In this case the suppressive influence of high temperature and antigen reproduction are taken into account.

2. Natural decay of antibodies and antigens with the coefficient C and L.

3. The natural dying out of plasma cells with the coefficient N.

4. The interaction antigen-antibody in the agglutination reaction is proportional to the probability of an encounter of a corresponding antibody with antigen, i.e. XY.

5. The inflow of antigens to blood is proportional to the concentration of cells Z  with the coefficient D. 

6. The rate of plasma cell generation is considered to be dependent not just on the concentration of the antigen X, but on some function F(X). This function F(X) in the specified model is represented as the hyperbolic dependency. Coefficients in the model “predator-prey” imply the linear dependency. This is not very good approach, as during the augmentation of preys’ quantity a moment comes when a predator can kill a prey, but can’t eat it. There is some limit which a predator can’t exceed killing preys. In this case coefficients are defined in the following way:  
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The coefficient M is considered to be proportionally dependent on the temperature (М = М(Т)).

The investigations of a mathematical model lie in the solution of the derived system of differential equations with known coefficient , B, C, D, K, L, M, N and under the initial conditions X(0), Y(0), Z(0). The most significant thing there is that the same model under different initial conditions or coefficients shows different dynamics processes. These coefficients are defined according to the results of special biochemical analyses; they are very individual in every person. Doctor obtains in a laboratory the values of all the patient’s coefficients. These data inserted in an electronic computer, which having solved the system of equations at these coefficient values, displays the prognosis in what way the infectious disease will be progressing in that patient.

A mathematical model can also help to a doctor during the treatment. For example, in medical practice the treatment of some infectious diseases is carried out by the acute condition method, i.e. they transfer the chronic form to the acute one with the subsequent recovery (Fig. 11.2). For this it is necessary to aggravate a disease, i.e. to inject to an organism at the certain period of time (t1,t2) the certain amount of a biostimulant (P) – antigen which is the competing, nonpathogenic and nonreproducted; in some period of time it will provoke the intense immune response which will lead to the quick recovery.
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Fig. 11.2.

The investigations of a mathematical model, i.e. continuous calculation at a computer give a possibility to define the necessary quantity of a biostimulant and the moment of its injection into a patient’ organism when the clinical course schedule possesses the required form. Then a doctor can inject the individually selected dose of a biostimulant to a patient on the basis of the preliminary investigation of a model at an electronic computer.  

Mathematical model of bacteria population growth

The growth of bacteria population quantity is described by the following differential equation:
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where Y – is the quantity of cells in a colony; t ( time; 
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 – is the rate of cell quantity change; А – is the coefficient which depends on the average value of the generation period; В – is the coefficient which takes into account the death-rate.
At fig. 11.3 the example of the investigation of the mathematical model mentioned above for such coefficient values: А = 2,5; В = 0,001; Ystart = 50 is shown

Mathematical modeling of infectious disease distribution

 in a population aggregate.

Mathematical modeling of infectious disease distribution in a population aggregate takes into account three interdependent values: X(t) – is the quantity of healthy people, Y(t) – is the quantity of sick people and Z(t)
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Fig. 11.3.
– is the quantity of people who recovered already and got the immunity.

The healthy people quantity change (Х is proportional to the quantity of citizens Q, to the number of contacts of healthy people with the sick ones XY and A which is the average quantity of those infected by every sick person during one day.

The change of the quantity of the recovered (Z is proportional to the relative rate of recoveries 
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 and the quantity of the infected Y, where R – is the average length of disease counted in days.

Then the process of infectious disease distribution is presented by the system of three differential equations of the first order.
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Exponential model of reproduction

The value X(t) is the quantity of population in the period of time t. Let the number of the new-born G be proportional to the population quantity X and the interval of time (t:

G=gX(t,

where the value g, which is the averaged relative number of the new-born during the time unit, is called the birth rate.  

For example, g = 0,054  1/year means 54 new-born at 1000 citizens during one year.

The number of the dead is also considered to be proportional to the population quantity and the period of time: 

H = hX(t,

where h – is the averaged relative quantity of the dead during the time unit is called death-rate.

Then:
(X = G – H = gX(t – hX(t = (g – h) X(t.

The differential equation of the exponential reproduction model is defined as follows: 

dX = (g-h) Xdt,

where (g – h)  is the relative increase.


Out of this equation the rate of the relative population increase is the following:
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In the exponential model the relative increase rate doesn’t depend on the population quantity and it isn’t changed with the time, i.e. g-h = const.

The solution of this equation is called the exponential growth formula:
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In this equation the starting condition X|t=0 = x0 is taken into account.

Analyzing the obtained connection, we see that the population grows with time, if g>h; and stays at the same level if g = h; or decreases if g<h.

Logistic reproduction model
The number of the new-born in the logistic model is expressed similar to the exponential one, 
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 The second component takes into account the infection distribution, food, war presence etc.

The differential equation of a logistic reproduction model becomes:
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The particular solution of this equation with the starting condition x|t=0 = x0 is the following function:
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Such function is called logistic, and respectively, the law is called logistic. The dependency X(t) graph is shown at Figure below.
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At the logistic reproduction law, the population quantity with the time approaches to the equilibrium number, defined by the limit:
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Pharmacokinetic models

Pharmacokinetics studies out the distribution of the investigated biologically active substance in an organism and its concentration change in time. Drugs belong to biologically active substances. In pharmacokinetics an organism is divided into chambers. A pharmacokinetic chamber is the part of an organism where the investigated drug is distributed uniformly. The aggregate of processes which set conditions for the decrease of the drug content in an organism with time is called elimination. Let’s consider a pharmokinetic model at the single injection of remedy of initial mass М0.

If the change rate of the drug 
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 is proportional to the first degree of the drug mass M in a chamber, this process belongs to the linear pharmacokinetic models; it is considered that in the pharmacokinetic model the drug is uniformly distributed along the whole organism and such model is called one-chamber (one-compartment) linear pharmacokinetic model.

The differential equation of one-chamber linear pharmacokinetic model is defined as follows: 
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 ( is the elimination constant, i.e. the coefficient of the drug extraction from an organism.

The integral equation of one-chamber linear pharmacokinetic model is defined as follows:
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where М0 – is the remedy mass in a chamber at time t=0.


If V – is the chamber volume, then the remedy mass is defined according to the concentration М = V(C. The equation for the remedy concentration is defined as:
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where c0 – is the drug concentration in the initial time period.

The elimination (excretion) of biologically active substances from an organism in practice is studied out according to the decrease of their concentration in blood. The blood is the basic test-tissue.

Let’s find the logarithm of the last equation:
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There the linear dependency of the concentration logarithm on the time is reflected. One-chamber model for this preparation is adequate if the experimental values
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One-compartment linear model is adequate for many drugs injected to blood. The even distribution of a drug is provided by blood circulation during several minutes and the period of its half-excretion is approximately several hours.

Questions for discussion:

1. Types of modeling. Computer technologies and mathematical modeling.

2. Mathematical modeling of processes in populations:

- preys-predators;

- immunological models;

- population growth;

- infection distribution.

3. Mathematical modeling of pharmacokinetics (distribution of active substances in a model organism)

TOPIC 12
NEURON NETWORKS. EXPERT SYSTEMS
Topic’s plan:

1. Urgency and prospects of neural networks in technics and medicine.

2. Biological bases of neuron functioning.
3. Model of technical neuron. Architecture of a neural network.
4. Classification of neuron networks.

5. The training of neuron networks.
6. Expert systems. Possibilities of expert systems and scopes of their usage

7. Structure of expert systems.
8. Stages of expert systems development

9. Expert system knowledge base.

10. Application of expert systems in medicine

Urgency and prospects of neural networks in techniques and medicine
During the latest ten years in the world a new application filed in mathematics specialized in artificial neuron networks (NN) is rapidly developed. Expert systems (ES) as information system type for knowledge presentation can use a mathematical model of neuron networks. Their development is directed for the imitation of the way of thinking of a human-expert, that’s why the information processing development by means of certain rules is replaced by the parallel mechanism of data processing. Human brain reaches the high processing speed of difficult processes due to the parallel organization of nervous system. At this the big quantity of neurons which operate at relatively low speed simultaneously execute rather simple operations over signals which come from other neurons.

The necessity to realize neuron networks appears at significant augmentation of rules and conclusions, in tasks with poorly structured information, namely:   

· image recognition processes and classification. The task lies in the indication of the input image belonging (for example, speech signal or hand-written character), represented by the set of signs, to one or several certain classes. To known applications the letters, speech recognition, electrocardiogram signal classification, blood cells classification belong. Summarizing it can be said that the image recognition implies its identification and the classification – the labeling to the certain class.
· prognoses execution. The task lies in prediction of the certain function value at certain time moment. The prediction has the significant influence on decision-making in business, science, technology and medicine. The built neural network model is adequate relative to a concrete medical-tactical situation which, for example, can forecast the character of the disease course and allows to reveal the significant indices which essentially influence the treatment course and efficiency. Computer neural network diagnostics is the optimal means for the carrying out of prognosis in terms of incomplete information.
· optimization. Various tasks in mathematics, statistics, technology, science and medicine, economics can be considered as optimization problems. The optimization algorithm task is finding a decision which satisfies the set of constraints.
· management. The aim of management is the calculation of such input effect at which a system follows the desired trajectory, dictated by the reference model.

The task of the data compression consists in the decrease of stored or transmitted information with the possibility of its full restoration (decompression). The application of neural network allows to obtain new decisions for the compression with the loss (with the admissible loss of a certain part of information) at good generalizing abilities and relatively high compression coefficient. Neural networks are not programmed, they don’t use any input rules for diagnosing but they are trained how to do it in examples.

For example, the initial roentgenologic frame can be encoded and then decoded by means of a neural network .

Moreover, neural networks are applied for diagnosing of malfunctions of different equipment.

One of the essential trends is the creation of expert systems which will be considered in details further.

The following tasks are solved by specific medical neural network:

– researches and the detection of viruses;

– the development of mobile robots for carrying out of different tasks;

– the detection and prognosis of epileptic seizures, ischemic brain attacks, etc.

Neuron networks are simple in usage. A user of neuron networks chooses representative (typical) data and then launches a training algorithm which automatically perceives the data structure. For the neuronetwork technologies realization a neurocomputer is used – computer system with the software and hardware architecture, adequate to algorithm execution, represented in logical neuronetwork logical basis with the complete refusal from Boolean elements of AND, OR and NO types. Neurocomputer uses training instead of programming. The programmer’s work is replaced by new work of a teacher, whose task is the learning set formation. 

Biological bases of neuron functioning
NN theory arises from a set of disciplines, including physiology, mathematics, neurobionics, physics, technics, philosophy, biology and linguistics, so the NN technology is the result of work of many sciences by one trend – is the intellectual system creation.

The development of artificial neuron networks is inspired by biology. Terms, peculiar to the description of the brain activity organization, are used by researchers to consider the network configurations and algorithms. But if anything at this the analogy is over. Our knowledge about the brain activity is so limited that few reference points would be found for those who would imitate it. That’s why network developers have to go beyond modern biological knowledge in search of structures capable to execute helpful functions. Artificial neurons represent a mathematical model of biological neurons that’s why in order to understand principles of neuron networks operation principles it is necessary to have an image about a biological neuron.

Neuron (nerve cell) is a biological cell that processes information (Fig. 12.1). It consists of the cell body or soma and two types of external tree-like branches: axon and dendrites. The cell body consists of a core, which contains information about hereditary properties, and of plasma, which possesses molecular means to produce materials necessary for neurons. Neuron obtains signals (impulses) from other neurons via dendrites (receivers) and it transmits signals generated by the cell body along an axon (transmitter) which branches out into fibers. Synapses are located in the endings of these fibers.
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Fig. 12.1. Structure of neuron.
Synapse is the elementary structure and functional node between two neurons (the axon fiber of one neuron and the dendrite of another one).

During activation a neuron sends electrochemical signal to its axon. Via synapses this signal reaches other neurons which in their turn are activated. Neuron is activated when the summary level of signals, which have reached its nuclear from dendrites, exceeds the certain level (activation threshold). 

The intensity of a signal received by a neuron (therefore a possibility of its activation) strongly depends on synapse activity level. Each synapse has its length and special chemical substances (neurotransmitters, neuromediators) pass a signal through it. One of the most authoritative researches of neuronetworks, Donald Hebb made a postulate that in the first turn training is the change of the “power” of synaptic connections.

For example, in a classical experience of Pavlov each time right before feeding a dog, the bell rang and a dog quickly learnt to associate a bell ring with food. Synaptic connections between the cerebral cortex parts responsible for hearing and salivary glands augmented and during the cortex excitation by a bell ring the salivation started.

This way, having been built from the big quantity of simple elements (each of which takes the weighted total (sum) of input signals and in case if the weighted total (sum) exceeds the certain level, it transmits the binary signal), the brain is capable to solve extremely difficult tasks.

Model of a technical neuron. Architecture of a neural network

To capture the essence of biological neuron systems, an artificial neuron is defined as follows. 
It receives a number of inputs (x1, x2…xn) (either from original data, or from the output of other neurons in the neuron network). Each input comes via a connection that has a strength (or weight w1, w2…wn); these weights correspond to synaptic efficacy in a biological neuron. Each neuron also has a single threshold value of input signal (T). The weighted sum of the inputs is formed, and the threshold subtracted, to compose the activation of the neuron (also known as the post-synaptic potential (PSP) of the neuron). 

The activation signal is passed through an activation function (also known as a transfer function) to produce the output of the neuron.

If the step activation function is used (i.e., the neuron's output is 0 if the input is less than zero, and 1 if the input is greater than or equal to 0) then the neuron acts just like the biological neuron described earlier (subtracting the threshold from the weighted sum and comparing with zero is equivalent to comparing the weighted sum to the threshold). Note also that weights can be negative, which implies that the synapse has an inhibitory rather than excitatory effect on the neuron (inhibitory neurons are found in the brain). 
All mentioned above are illustrated in Fig. 12.2 and Fig. 12.3.
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Fig. 12.2. Artificial neuron

The neuron output is defined:


[image: image111.wmf](

)

PSP

f

Y

=

,



(1)
[image: image112.png]



Fig. 12.3. а) unit step function; б) linear function (linear threshold);

в) sigmoid unipolar function (formula 2).

One of the most distributed is the nonlinear function with saturation, so-called logistic function or sigmoid (i.e. function of the S-type):
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 augmentation a sigmoid becomes similar to the unit step function with the T threshold in the point x = 0. From the equation for a sigmoid it is evident that the neuron yield value is in the range of [0,1]. 

The sigmoid is capable to strengthen weak signals better than the strong ones and it prevents the saturation from strong signals as they correspond to the argument regions where a sigmoid has a flat slope.

This describes an individual neuron. Neurons connected with each other form a system which is called a neural network. The next question is: how should neurons be connected together? If a network is to be of any use, there must be inputs (which carry the values of variables of interest in the outside world) and outputs (which form predictions, or control signals). Inputs and outputs correspond to sensory and motor nerves such as those coming from the eyes and leading to the hands. However, there also can be hidden neurons that play an internal role in the network. The input, hidden and output neurons need to be connected together. 
The key issue here is feedback. A simple network has a feedforward structure: signals flow from inputs, forwards through any hidden units, eventually reaching the output units. Such a structure has stable behavior. However, if the network is recurrent (contains connections back from later to earlier neurons) it can be unstable, and has very complex dynamics. Recurrent networks are very interesting to researchers in neuron networks, but so far it is the feedforward structures that have proved most useful in solving real problems.
In feedforward network neurons are arranged in layers. The input layer simply serves to introduce the values of the input variables. The hidden and output layer neurons are each connected to all of the units in the preceding layer.

When the network is executed (used), the input variable values are placed in the input units, and then the hidden and output layer units are progressively executed. Each of them calculates its activation value by taking the weighted sum of the outputs of the units in the preceding layer, and subtracting the threshold. The activation value is passed through the activation function to produce the output of the neuron. When the entire network has been executed, the outputs of the output layer act as the output of the entire network. 
Neuron network of a layered (flaky) structure, that has a simple interpretation activation function, is called the perceptron and it is the traditional neuron network. 
As an example of the simplest NN let us consider the single-layered perceptron consisted of three neurons (Fig. 12.4).
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Fig. 12.4. Single-layered perceptron.
At 
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 inputs some signals enter, which pass via synapses at 3 neurons formed the only layer of this NN and yield 3 output signals:
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In theory the number of layers and neuron quantity in each layer can be arbitrary, however in fact it is limited by the computer resources or specialized microchip, by means of which a NN is usually realized. The more complicated NN is, the more broad variety of tasks can be solved by it.

The NS structure choice is executed in accordance with tasks features and complexity. In order to solve some separate tasks types there are optimal configurations nowadays. If a task can’t be referred to any of the known types, a developer has to solve a complicated problem of the new configuration synthesis. At this he is directed by several basic principles: network possibilities are augmented with the net cells quantity, net layers quantity and a number of links between them; introduction of feedbacks along with the network capacity augmentation arises a question about the dynamic network stability (including, for example, introduction of several synapse types – exciting, inhibiting, etc) also contributes to the NS power augmentation. The question about necessary and sufficient network features to solve this or that task type represents the whole trend of neurocomputer science. As the problem of NS synthesis strongly depends on a current task, it is quite difficult to give detailed recommendations. In most of the cases an optimal variant is found out on the basis of the intuitive selection. At present time in order to choose the architecture of neural network, its education or the check of the obtained model the package STATISTICAL NEURAL NETWORKS (neural – network package of STATSOFT company) is used, which represents the realization of all set of neural network analysis methods.
Classification of neuron networks

Like we said before according to the way of neurons connection, networks divide on unidirectional and recurrent (feedback). Beside that was shown that networks can be classified by number of layers (single-layered and multi-layered).
Developing further the question about the possible NS classification, it is important to note the existence of binary and analogue networks. The first type operates with binary signals and the yield of each neutron can take only two values: logical zero (inhibited state) and logical one (“excited state”). To this network class the perceptron mentioned above refers as the yield of its neurons, formed by the single-jump function, are equal either to 0 or to 1. In analogue networks the yield values of neurons are capable to take continuous values, what could take place after the replacement of activation function of perceptron neurons by sigmoid.

One more classification divides NS for synchronous and asynchronous ones. In the first case at each time moment only one neuron changes its state. In the second case the condition of the whole neuron group, as a rule, the whole layer is changed.

The training of neuron networks

It is evident that the NN functioning process, i.e. the essence of actions which it is capable to execute, depends on the value of synaptic relations, that’s why having set a certain NN structure, corresponding to some task, a network developer should find the optimal values of all the variable weight coefficients (some synaptic relations can be constant).

This stage is called NN teaching and from the fact how well it will be executed, the network ability to solve problems set in front of it during its exploitation depends. At the teaching stage besides the quality parameter to choose weight the important role plays the time of teaching. As a rule, these two parameters are connected with the inverse relation and they have to be chosen on the compromise basis.

The NN teaching can be carried out by a teacher or without him/her. In the first case values of input signals as well as, desirably, output signals are provided for a network and by some inner algorithm, it adjusts the weights of synaptic relations. In the second, the NN outputs are formed independently and weights are changed by the algorithm that takes into account only input signals and secondary ones from them.

There is a big quantity of different training algorithms which are however divided into two big classes: deterministic and stochastic ones. In one of them weight adjustments represent the strict sequence of actions, in the second class it is based on actions which are subject to some random process.

EXPERT SYSTEMS

Expert systems. 
Possibilities of expert systems and scopes of their usage

During the study of medical information systems of the basic level the consultative-diagnostics systems (CDS), meant for diagnosing pathological conditions were considered by us (including prognosis and the elaboration of recommendations for treatment methods). It was shown that in CDS it is common to distinguish three main modules: database (DB) and knowledge base (KB), inference engine (IE), interface with user. By the IE realization means expert CDS and probabilistic CDS are distinguished. In expert systems the logic of decision-making by an experienced doctor-clinician is realized. Expert systems (ES) belong to the class of “artificial intellect” systems and as mentioned in previous lectures for their construction formal and informal (neuronet) logic approaches can be used. The specific nature of each trend is shown in Table 1.

Table 1

Specific nature of expert systems realization based on approaches of formal and informal logic.

	 
	Expert systems based on formal logic
	Expert systems based on informal logic

- neural networks

	Knowledge source
	Expert’s formalized experience shown as logical statement – rules and facts, unconditionally accepted by the system
	Combined experience of a teacher-expert, who selects examples for teaching + individual experience of those who study on these examples of neural network

	Knowledge nature
	Formal-logical “left hemisphere” knowledge as rules
	Associative “right hemisphere” knowledge as connections between network neurons

	Knowledge development
	As expansion of the aggregate of rules and facts (knowledge bases)
	As additional training by means of additional sequence of examples with the precision of the category boundaries and formation of new categories

	Expert’s role
	Sets the complete knowledge volume of an expert system on the basis of rules
	Selects typical examples without formulating the choice reason

	Role of artificial system
	The search for facts chain and rules for the judgment prove 
	Formation of individual experience as categories obtained on the basis of examples and image categorization


From the list of all the basic types of tasks, solved by ES, the following types can be distinguished: interpretation, prognosis, diagnostics, projection, planning, management, observation, debugging, repair, training.

As criteria according to which one can judge about the possibility of an expert system creation, the following ones should be distinguished:

1. The necessity of character reasoning. Evidently, there is no sense to develop an expert system for numeric computation, for example, for Fourier transformations, integration, solution of algebraic equation systems, etc.

2. The presence of experts, competent in the selected scope of questions, who are ready to collaborate during ES creation.

3. The set task should be rather important and topical. There is no sense to waste time to solve problems which rarely appear and can be solved by a person with standard qualification.

4. It is necessary to limit precisely the scope of current tasks, i.e. the data domain is chosen to be rather “narrow” in order to avoid the “combinatorial explosion” of the information volume required for competent solution of a set task.

5. The co-ordination of the experts’ opinions is required about the ways of the set tasks solution, which facts are necessary to use and what the main rules of judgments are. Otherwise, it is impossible to expand the knowledge base within the limits of one person’s experience and to join expert knowledge from several fields.
6. There should be enough of initial data to check the work efficiency of an expert system in the selected data domain so that developers could be persuaded in the possibility to achieve some certain level of its functioning.

7. The possibility of the gradual system build-up should be provided.

Structure of expert systems
The typical expert system consists of the following devices:

· Interface providing the user’s communication with an expert system in the convenient form, it permits to transmit the information which makes up the database content, to address to a system with a question or explanation.

· Working storage, storing data (database), objects components, the connection between which is set by rules in the database.

· Dispatcher which determines the expert system functioning order, plans the order of the target setting and achievement.

· Inference machine – formal-logical system, realized as the software module which permits to logically deduct the information necessary for a user, based on information, stored in the knowledge base.

· Knowledge base – the aggregate of all the data about the problem domain, for which the present expert system is meant, recorded by means of certain formal structures of data representation (set of rules, frames, semantic networks, etc.) 

The distinctive features of ES are the following ones:

1. The expertise can be carried out only in one concrete domain. This way, a program, meant for the determination of electronic computer systems configuration, can’t do medical diagnoses.

2. Knowledge base and inference mechanism are different components. In fact, it often becomes possible to combine the inference mechanism with other knowledge bases for the creation of new ES. For example, a program of the blood infection analysis can be applied in pulmonology by means of changing the knowledge base used with the same inference mechanism.

3. The most suitable application field is the solution of tasks by the deductive method. For example, rules or heuristics are expressed as pairs of premises and conclusions of “if-then” type.  

4. These systems can explain the course of task solution in the way comprehensible for a user. Usually we don’t take an expert’s answer if we can’t get a logical answer for the question “Why?”. In the same way we should have the possibility to ask a knowledge-based system how the concrete conclusion was obtained.

5. Output results are qualitative (not quantitative).

6. Systems, based on knowledge are built according to the module principle which allows to build-up their knowledge bases gradually.

At present time the inference machine of expert consultative-diagnostics systems is realized in two basic modifications: direct and backward logical chaining. Systems of the direct logical chaining are systems where the multiple applications of all the knowledge base rules to available data is realized. The process of data transformation under the influence of inference machine is more simple in usage, the result of their work is the whole data packet, but their efficiency doesn’t always meet the requirements of practical tasks. In systems of backward chaining a list of final objectives- variables which values need to be obtained – is set. Then the search for rules which determine these objectives is realized. If variables are determined by other rules, the transmission to determine the verity of their conditions is realized, otherwise values of variables are inquired from a user. The expertise process is finished when all the set consultation objectives are found. It means that the verity of all the variables, included to the acting rules, should be determined.  

Stages of expert systems development

The projection of expert systems has certain differences from the creation of a traditional software product. The essence of this difference is that developers don’t try to create an end product, but create a prototype of an expert system. The prototype should meet the main requirements to the system at minimal laboriousness during its creation. In order to meet all the requirements different tools which speed up the development process are used. It is possible that the creation of not one, but several prototypes, based on different knowledge representation means with the subsequent choice of the most successful one, will be required.

The experience of the expert systems development permits to distinguish the following stages during their creation:

· Identification is the problem, resources, objectives, experts definition, the informal (verbal) problem description is realized.

· Conceptualization is the selection of system key notions, relations and characteristics sufficient for full and detailed description of a considered problem.

· Formalization is the expression of introduced notions in some formal language, build-up of the investigated area model.

· Execution stage – creation of one or several prototypes.

· Testing stage – the evaluation of the selected knowledge representation method and operating efficiency of a system in general on the basis of the prototype verification.

· Operation test stage – verification of the system suitability for an end user.

· The system modification is the complete reprogramming or adjustment of a prototype to make it a software product

Expert system knowledge base

The ES quality is determined by the size and quality of the knowledge base. The system functions in the following cyclic mode: data selection (request) or analysis, observation results and interpretation results, assimilation of new information, raising temporary hypotheses by means of rules and then a choice of the next data set or analysis results. Such process lasts until information sufficient for the final conclusion is obtained.

At any time moment there are three types of knowledge in the system:

· Structured knowledge – statistic knowledge about the knowledge domain. After this knowledge was revealed, it isn’t changed anymore.

· Structured dynamic knowledge – changeable knowledge about the data domain. It is renewed as the new information appears. 

· Working knowledge – knowledge applied for the concrete task solution or consultation carrying out.

All the knowledge listed above is stored in the knowledge base. For its built-up it is required to carry out the interrogation of specialists - experts in a concrete data domain and then to systematize, organize and to supply this knowledge with indices, so that it could be easily extracted from the knowledge base.

At the modern stage of ES development several forms of the knowledge representation are used. Let’s mark out four principle ones: 

1. «Triplet» object-attribute-value, for example: house-color-green; patient- temperature-high. This form of the knowledge representation defines an “object” which possesses several attributes (features) which can obtain values from the known set.

2. Rules of products as: If a patient has flu AND a disease stage is initial, THEN he/she has fever with the probability of = 0,95 And he/she has headache with the probability of = 0,8.

The production rule consists of two parts: premises (IF) and conclusions (THEN) which of them consists of the statement conjunction of the lower detailed elaboration level.

3. Frame. It represents a named table with some quantity of slots-cells, which have their own names and obtain some values in the process of inference machine operation. As values constants, references for frames of higher or lower level and also some computing procedures can be present.

4. Semantic network. It is an oriented graph whose nodes correspond to objects (events) and arches describe relations between nodes.

First of the mentioned knowledge representation forms (“triplet”) is the most initial form, transient one, from the data representation to knowledge representation. The best application field of “triplet” – diagnostic ES in data domain with big quantity of easily-clustered objects, in each class there is a big quantity of general attributes. An example of such domain can be the diagnostics of complicated technical systems. 

Knowledge representation by means of production rules is the most distributed KB realization form. By means of production almost any knowledge system can be described. The early types of ES are based on them, such as MYCIN and also most of ES in different data domains. In accordance with this KN realization form most of systems - “cells” and many tool mediums have been made. In general, the knowledge representation production form is natural and convenient for formalization of knowledge obtained from an expert.

To the certain extent frame-structures became the development of the electronic tables method in the knowledge processing domain. It is the second knowledge representation form. There is more sense to apply frame-structures in data domain with the clearly-expressed hierarchy structure.

Semantic networks have initially appeared as a model of long-term human memory in psychology. Big interest to working with semantic networks is shown by developers of system of interaction in natural languages.

At the modern stage of works in ES domain the mixed knowledge representation form is used. Such ES are called hybrid.

Application of expert systems in medicine
Medical knowledge are of empirical nature, poorly-structured and formalized, that’s why it is rational to solve medical tasks any means of expert systems which make selection and analysis of big quantity of possible variants during the solution of nontrivial tasks and they are capable to learn using the accumulated experience.  

One of the most well-known developed expert systems which action is based on knowledge, obtained from experts and on the inference procedures realization was the MYCIN system. Its basic idea was the usage of a probabilistic approach for diagnosing. This system was developed in Stanford in the beginning of 70-ies for septic shock diagnosing. Half of patients died of it within 24 hours and doctors could discover sepsis only in 50% of cases. It looked like MYCIN was the genuine triumph of expert systems technology as it permitted to discover sepsis in 100% of cases. However, after the more attentive acquaintance with this expert system doctors had significantly improved the traditional diagnostics methods and MYCIN lost its value, having been transformed into a training system. Expert systems found their application only in cardiology – for electrocardiogram analysis. Complicated rules which make up the main content of books in the EKG clinical analysis were used by corresponding systems for making diagnostics inference.

Neural systems represent nonlinear expert systems, based on informal logic and permit to classify data better than commonly used linear methods. In the application to medical diagnostics they give the possibility to significantly increase the specific nature of a method without decreasing its sensitivity. For example, a neural network which diagnoses infarction works with bigger set of parameters, and it is impossible for a person to evaluate its influence on diagnosing. Nevertheless, neuronetworks have turned out to be capable to make decisions on the basis of hidden patterns in multidimensional data. The distinctive feature of neuronetworks is that they aren’t programmed – don’t use any inference rules for diagnosing, but they are trained to do it based on samples. In this respect, neuronetworks differ by from expert systems which development took place in 70-ies after the temporary “victory of artificial intellect” over the approach to memory modeling, image recognition and generalization, which was based on the study of neuron organization of brain.  

Diagnostics is the special case of event classification and the classification of those events absent in a set which trains a neuronetwork, are of the biggest value. Here there is the advantage of neuronetwork technologies – they are capable to realize such classification, generalizing the previous experience and applying it in new cases.

In medicine another feature of neuronetworks is applied – its ability to predict temporary sequences. As it was mentioned before expert systems have been successful in the EKG analysis. However, now there are a lot of other examples of neuronetwork application for medical prognoses. In the first turn, it concerns cardiovascular diseases as, sadly, they take the first place in the list of death causes. Oncological diseases occupy the second place. One of the important trends where the works for the neuronetwork usage are carried out is the diagnostics of the mammary gland cancer.  This disease is the death cause of every 9th woman.

Neuronets can be also used for prognosing the action of different treatment means which are being developed. They are successfully applied in chemistry for prognosing the features of compounds on the basis of their molecular structure. Listed technologies don’t show the complete ES application spectrum. Diagnostics of the acute toothache, prognosis of genic complications, diseases of acoustic organs, sudden death of the new-born – is not a complete list of the successful ES application in modern medical practice.

Questions for seminar:
1. Artificial neuron networks (NS). Peculiarities of their work. Spheres of NS application.

2. The structure of a biological neuron as the prototype of an artificial one.

3. Model of a technical neuron, its features.

4. Neuron yield as the function of its state. Types of activation function.

5. Three-neuron one-layer perceptron as an example of the simplest NS.

6. NS classification:

- binary and analogue neural networks

- synchronous and asynchronous neural networks 

- classification by the number of NS layers.

7. NS training and its essence. Training with a teacher and without him/her.

8. Expert systems as the class of the artificial intellect. Specificity of the realization of expert systems on the basis of formal and informal logic. 

9. The basic criteria of the necessity of the expert systems creation.

10. Components of a typical ES.

11. Characteristic features of ES (application field, constructive peculiarities, method of the tasks solution, etc).

12. Inference machine. Direct and inverse inference.

13. ES tool devices.

14. ES knowledge base. Statistic, dynamic, working knowledge. The knowledge source of ES. The means of receiving knowledge by the system.

15. Basic models of knowledge presentation: productional, frames, semantic networks, logical, neural networks.

Questions for home study:

Examples of ES usage in medicine.

TOPIC 13
EVIDENCE-BASED MEDICINE

Topic’s plan:

1. The basic notions of the evidence-based medicine.

2. The sources of scientifically based medical information.

3. The definition of the research aim.

4. The research planning.

5. Some questions of the planning of clinical researches.

The basic notions of the evidence-based medicine

Doctor and patients come across the examples of the usage of unreliable, non-scientific medical information every day. It is enough to mention numerous commercials breaks, where as if the high efficiency of some new drug is demonstrated in comparison with the “ordinary” one, proved in the course of a scientific research. It is inadmissible for a doctor to rely on similar kind of information sources. It is necessary to know how these results have been obtained – on which patients and in the course of which researches they have been tested, etc. 

The development of the idea of the critical evaluation of medical information brought to the appearance of the evidence-based medicine (EBM) conception in the end of the 80-ies of the XX century.

The mains postulates of EBM are as follows:

each doctor’s decision should be based on scientific data;

the stricter the methods of a scientific research are in the course of which each factor has been obtained, the bigger the weight of each factor is.

EBM is a conception for doctors, researchers, office administration and health care institutions as well as to patients. The main aim of EBM conception is to transform the medical activity from the art into the science.

Methodical base of EBM is the clinical epidemiology (CE) – the science, developing methods of clinical researches which give the possibility to make scientifically-based conclusions reducing to minimum the influence of systematic and random errors on the research results.

The main regulations of CE are as follows:

· in most of cases a diagnosis, prognosis and treatment results for a concrete patient can’t be determined unambiguously and hence they are to be expressed via probabilities;

· it is advisable to evaluate these probabilities for a concrete patient on the basis of the previous experience, accumulated for a group of similar patients;

· clinical researches are subject to systematic errors, which bring to wrong conclusions as these researches are carried out at patients free in their behavior and doctors with different qualification levels;

· any researches, i.e. clinical are subject to the accidental influence;

· in order to avoid wrong conclusions doctors are to rely on research results, means to reduce to minimum systematic and random errors;

· reducing systematic errors to minimum is achieved by means of the right research structure (organization), adequate to its tasks;

· reducing random errors to minimum is achieved by means of the correct statistic data analysis.

At present time in the countries of EU, Japan, the USA it is juridically determined that any new diagnostics and treatment method is to pass through broad range of researches before it will be permitted to be applied in the practical health care. During the scientific research design the following stages are distinguished:

· formulation of aims;

· planning;

· execution (data acquisition)

· data preparation;

· data analysis;

· interpretation of results;

· presentation of results;

· formulation of conclusions;

· publication (article, report, etc.).
The right planning of the research structure (providing the opportunity to obtain results for the set questions) and correct statistic analysis, from the point of view of CE, are the most important to obtain reliable, scientifically based results.

Sources of scientifically based medical information

At present time in the world medical society the idea was formed that only the information about medical intervention obtained in the result of a research carried out in accordance with high standards of a clinical research is scientifically based and evidence-based.

Most of remedies, applied in practice haven’t gone through clinical researches. Text-books, monographs become outdated quickly and opinions of colleagues are often subjective. Due to it in the EBM conception it is affirmed that such knowledge about the efficiency of these or those drugs isn’t enough proved scientifically.

This way in front of a medical information user – a general practitioner, patient, researcher – the question about sources of reliable information arises. Such a source should be constantly supported on the modern knowledge level as new data about the research results, which change the existing conception about the efficiency of this or that medical intervention or diagnostics method, appear.

The following sources belong to the number of basic regularly renewed sources of reliable medical information:

 ( The manual "Clinical Evidence", edited by British Medical Journal Publishing Group (Great Britain). There are data about efficient interventions, about interventions with unproved efficiency and harmful interventions for the most widely spread nosologic forms. The manual is renewed once in 6 months, published in English (subscription costs USD140-250 per year), available for free in Internet (www.clinicaievidence.org).

( Electronic library of the systematic surveys (meta-analises) and the registry of clinical researches of the international medical community. The Cochrane Collaboration ( “The Cochrane Library". 
— Electronic  library of structured reports "Веst Еvidence", published in the journal "American College of Physicians Journal Club". Published in English.

— Report records referring to the results of randomized clinical researches (RCR), controlled clinical researches (CCR) and meta-analyses which could also be found in the "Medline" database by the following means:

· by means of adding abbreviations RCT, ССТ or a term “meta-analysis" to key words for the search;

· by means of addressing to the "Clinical Queries" interface in the site of National Library of Medicine (http://www.ncbi.nlm.nih.gov PubMed).

— Journal "Evidence-Based Medicine", "American College of Pathologists Journal Club”.

— Electronic manuals — "UpToDate", "Scientific American Medicine".

— Clinical recommendations for doctors of the USA and Canada, available for free in Internet (for example, www.guideline. gov и www.cma.ca).

The definition of the research aim

The correctness of the research carrying out is defined by its structure, i.e. by such an investigation planning which would allow to answer the set questions.

It is recommended to formulate the research aim briefly and clearly to the maximum extent. In spite of the fact that a research aim sometimes is formulated in a simple way, it doesn’t mean its structure can be simple.

During the aim formulation it is necessary to give the exact definition of each used notion. Objective measurement methods and methods of standard data representation are to be used if possible: all features of which should be measured by standard methods, all clinical factors should be evaluated by means of international scales, etc.

In clinical epidemiology in order to evaluate the efficiency of medical interventions it is recommended to try to use genuine clinical outcomes, for example the disease development, complications, disability, death, but not indirect evaluation criteria (sometimes they are called surrogate outcome) such as physiological parameters, results of laboratory tests, etc.

The research planning

The research planning, in general, can be divided into 2 stages:

1. Determination of the research type, securing of credibility and generalization of the planned research, application of means of reducing systematic and random errors to minimum.

2. The definition of sampling sizes.

Types of researches

The classification of medical researches can be carried out according to several principles.

By the research aim:

- setting up a hypothesis (relatively less scientific importance of a research);

- verifying a hypothesis (relatively bigger scientific importance of a research).

By time parameters:

- single-stage (transversal) — single investigation of research participants or objects;

- dynamic (longitudinal) — repeated investigation of research participants or objects.

By the absence or presence of intervention:

-  passive (observation of the natural course of disease);

- active (research of medical intervention — treatment or prophylactics method). 

By the ratio of the time of data acquisition to sampling formation:

- prospective (studied groups are formed before the data acquisition);

- retrospective (studied groups are formed after the data acquisition).

Each research can be classified in accordance with each principle listed below. In the result of a combination of different research characteristics listed above different structure types (planning or organization) of researches possessing different level of evidences (listed in ascending order of evidences):

1) description of separate cases;

2) description of series of cases;

3) retrospective research case - control;

4) analytical single-step research;

5) prospective cohort (population) research;

6) randomized controlled research of medical interventions (treatment, prophylactics methods);

Meta-analysis — the generalization of results of several randomized clinical researches. Is the quantitative analysis of joined results of several clinical tests of the same intervention at the same disease. Such an approach provides the big statistic power, than in any separate research due to the augmentation of the sampling size. Meta-analysis is used to generalize results of many tests, which are in most cases contradictory to each other.
Let’s give a brief characteristic of different research structure types (planning or organization).

The description of separate cases is the oldest means of a medical research. It consists in the description of a rare observation, “classical” case or a new phenomenon. Scientific hypotheses in such a research aren’t set up and aren’t checked. However this research method is also important in medicine as the description of rare cases or events can’t be underestimated.  

The description of series of cases is a research, usually consisting of the descriptive statistics of a group of patients, selected by some feature.

The research case-control is the retrospective research where according to archive data or an interrogation of its participants, groups of its participants (patients) with a certain disease and without it are formed and the frequency of the influence of the supposed risk factor or the disease reason is retrospectively evaluated.

Analytical single-step (transversal) research is the descriptive research, consisting of an investigated group of participants and carried out with the aim of the evaluation of distribution of this or that outcome, course of disease and also the diagnostics efficiency. 
Prospective (cohort, longitudinal) research - a research where the selected cohort of participants is observed during some certain period of time. At first a cohort (or two cohorts, for example, people exposed to a risk factor and people not exposed to it) is marked out and then its observation and data acquisition are carried out. Here is the difference from a retrospective research where cohorts are marked out after the data acquisition. Such research type is used to reveal risk factors, prognostic factors, disease reasons to determine the sickness rate level. 

Randomized research – is the dynamic research of some prophylactic, diagnostic or treatment influence, where groups are formed by means of random distribution of research objects by groups (randomization). The most known variant of the randomized research is a clinical testing.

Clinical testing – is the prospective comparative research of two and more interventions (treatment and prophylactics) or a diagnostics method, where groups of the tested are formed by means of randomization taking into account criteria of inclusion and exclusion.

In biological experimental researches a special type of the research structure is used, non-applicable in medical researches – active experiment with the usage of methods of the experiment planning theory. Researches of such kind are considered to be the classical scientific experiments, their results are the most evidence-based ones.

Reliability and generalization of the research results
Any research depending on how reliable the results obtained there are vand how they are applicable in clinical practice, can be characterized from two points of view:

- reliability (inner validity);

- generalization (external validity, application).

The research reliability (inner validity) is defined by how the research structure level corresponds to the set tests and if the obtained results are fair with respect to the studied sampling. The reliability depends on the research structure, correctness of data acquisition and analysis, presence and evidence of systematic and random errors. 

Generalization (external validity) of the research results reflects to what extent the results of the research are applicable to other groups of patients, for example to patients of the opposite sex, another population, etc.

In order to augment the generalization of results of their research authors should aspire for their sampling to be representative, i.e. correspond to basic characteristics of the studied population. At this it is advisable to avoid working with groups, significantly different from the general population. 

In order to augment the generalization also multicentred researches are applied. In a research there are patients from different geographic regions, i.e. the sampling turns out to be representative towards the broader geographical zone. Results of such a research can be applied towards the population of this zone in a more evidence-based way.

Systematic and random errors

It is advisable to try to avoid systematic and random errors during the research planning.
Systematic error is a systematic (nonrandom, unidirectional) deviation from the results of genuine values. To the main types of systematic errors the following ones belong:

1. Systematic error occurring at the selection.

This systematic errors occurs when the compared groups of the research participants differ non only in the main studied features, but in another factors which influence the research result, i.e. participants come from different populations. This error occurs at the stage of the studied groups formation.

For example, difference in sex, age, i.e. factors which can influence the evaluated outcomes.

So that to prevent systematic errors it is required to select a pair of patients in a control and basic group by several features which potentially influence the studied events.

2. Systematic error occurring at measurement

It occurs when patients in compared groups are investigated to the different extent (by different diagnostics methods, research frequency) or non-standard schemes of data acquisition and subjective estimations are used. Differences in the detail degree of the anamnesis acquisition in a group of the sick and in a group of the healthy can be the examples of the statement given above. 

3. Systematic error, conditioned by the influence of interfering factors, appears when studied out factors are interrelated and one of them distorts the effect of another one. It can happen due to a systematic error during the selection or under the influence of randomness or due to the relevant factor connection.  

For example, different distribution of the second risk factor (for example, smoking) in compared groups, not calculated during the research of the influence of the quantity of consumed vegetables on the appearance of some cardiovascular disease.

In order to compare groups their basic starting characteristics are compared by means of statistic criteria or tests. The absence of starting differences in groups permits to assume that the advantage in the efficiency of a studied new interference or diagnostics method is explained by it, not by some differences (incomparability) of studied groups.

Some issues of the clinical testing planning

Nowadays the methods of carrying out of clinical tests are the most developed area of the clinical epidemiology. Unified standards of the presentation of clinical tests, where the application of statistic methods is regulated, act and they are approved.

Let’s consider the following peculiarities of RCT to which the statistics belong:

- types of clinical tests structures;

- means of the distribution of research participants in groups;

- means of interference masking (blinding);

- ethic sequences of errors in clinical tests.

Types of clinical tests structures

The following types of clinical tests structures are distinguished:

- parallel (groups of control and active treatment are studied  in parallel irrespective of each other; this is the most wide-spread research structure);

- cross (the subsequent change of the treatment methods in one group of patients is realized);

- double (the analysis of groups, formed by means of the pair selection, is carried out, i.e. a participant of the control group corresponds to every participant of the basic group);

- subsequent (a research is carried out till the differences between groups are revealed);

- factor protocol (a research of groups where the following intervention combinations are used: for example at a factor protocol “two by two” for two types of treatment four groups are formed, in two of them one treatment type is applied and in the third group any of them is applied, in the fourth group – both of them are applied);

- adaptive (during a research course the participants admission in a group, which gets the worst treatment according to the preliminary evaluations, is decreased);

- Zelen’s structure (participants, placed in a group of the studied treatment are given the choice whether to refuse from it and to pass to a control group).

The distribution of participants in groups during randomized 
clinical tests

The main means of the participants’ distribution in groups during the RCT are the following ones:

- randomization;

- minimization;

- pseudorandomization.

Randomization is the random distribution of the RCT participants, corresponding to the inclusion criteria, in groups. The randomization aim is to achieve the comparability in characteristics, capable to influence the studied RCT result. This way, systematic errors are reduced to minimum in RCT results, connected with differences in groups by familiar as well as unfamiliar factors.

The several randomization types are distinguished: simple; block; stratified; cluster

Simple randomization can be carried out by several means:

1) by means of the coin tossing — which is the simplest way of the random distribution if it is necessary to distribute RCT participants in two groups;

2) by means of application of an open table of random values (from statistics books), if the distribution in two and more groups;

3) by using a computer program – random values generator. This means is the most optimal. 

So that the quantity of participants in groups would be equal the means of randomization inside blocks are developed. This is the randomization method, where patients, subject to a research are conditionally divided into several equal groups (blocks). In the limits of each block, treatment methods are divided between patients by using the randomization so that in the result the prior determined ratio of patients would be treated by each method.

In spite of the random nature of the distribution of RCT participants in groups, simple and even block randomization don’t guarantee the obtaining of compared groups, specially if groups sizes are small. In order to obtain compared groups it is more advisable to use the stratified randomization. 

Stratified randomization — is the randomization to which the stratification precedes. Stratification (dissection) is the selection of subsamplings (subgroups) by some feature (for example, age, sex) which presumably can influence the research results. Then in any of these subgroups the randomization is carried out independently. 
Cluster randomization — is a variant of the stratified randomization where not only separate RCT participants, but medical centers (polyclinics, hospitals) or regions, where it is carried out (i.e. participants’ groups), are exposed to randomization, in fact in multicentered researches a medical centre is a stratified feature.

Minimization is the only alternative means of groups formation, providing their compatibility by several prognostic features (factors), which presumably influence the outcome. Minimization is based on principles, different from principles in randomization:

— the next incoming participant (except the first one) is placed to this or that group not at random, but depending on the RCT participants earlier selected to these groups;

— the next participant is placed to a group where the disbalance existing at the present stage of the selection of research participants will be reduced to minimum in the result of this procedure. 

Pseudorandomization — is the nonrandom distribution in groups which is rather widely-spread and is often mistaken for a true randomization.

The most widely-spread means of the pseudorandomization:

— by the participant’s birth date;

— by the entrance date to RCT

— by the case history number;

— by turns.

At first glance these means don’t differ from the means of simple randomization. However the main difference lies in the fact that they are open, i.e. a researcher who carries out the pseudorandomization can foresee to which group the next research participant will be placed. In consequence of this the possibility to influence the placing of each participant to this or that group appears and a sampling becomes biased.

Intervention masking

Intervention masking (blinding) is the means to reduce to minimum distortions in the course of tests. Distortions can appear in connection with the subjectivity (tendentiousness) of the treatment efficiency evaluation by a patient, doctor, statistician.

The following research types are distinguished by the masking degree:

— simple blind research; in this case a patient doesn’t know what treatment method is applied to it. Such type of masking can be used during the testing of surgical treatment methods

( double blind research; either a patient or a doctor, who evaluates the treatment results, doesn’t know about the treatment method;

— triple blind research; even a statistician who analyzes data doesn’t know about a treatment method, applied to this or that group.

For example for the therapeutic intervention masking, it is necessary to use a placebo which can’t be distinguished (by appearance, fragrance, taste) from the dosage form of the studied drug. 

Questions for discussion:

1. The main notions of evidence-based medicine.

2. Stages of the scientific research planning.

3. Main sources of the grounded medical information.

4. Types of researches.

5. Credibility and generalization of the research results.

6. Systematic and random errors.

7. Types of the clinical researches structures.

8. Randomization types.

9. Interference masking.

TOPIC 14
BIOLOGICAL, MEDICAL AND PHYSIOLOGICAL CYBERNETICS

Topic’s plan:

1. Main notions of cybernetics.
2. Subject, methods and content of biological cybernetics.
3. Notion of “functional cybernetics». Theory of functional systems as the basis for the understanding of processes of vital functions. 

4. Notion «medical cybernetics». Main trends of medical-cybernetic researches.

Main notions of cybernetics

Cybernetics studies the laws of functioning of the special type of systems, called cybernetic systems, which are closely connected with the control notion. Functioning of these systems is based on the information perception, memorization, exchange and procession. Cybernetics is often called the control science. 

The American mathematician Norbert Wiener, who laid the theoretical basics of cybernetics, is considered to be a founder of cybernetics. 

Cybernetics is a young science which formation started only after the 2nd World War. Nevertheless, it is being developed so rapidly that already has big influence on the research methods and means of the solution of practical tasks in the diverse areas of science and engineering: biology and medicine, economics and sociology and computer engineering. 

Cybernetics considers the control theory regarding the systems, which consist of the elements aggregates and function as one binding unity. Besides, cybernetics studies not isolated systems, but their aggregate. It takes into account all the diverse connections which are regularly formed between separate parts of complicated systems, as these connections define the systems features, their behavior, development, decay and reproduction. 

The task of cybernetics isn't the study of the material system content and not the structural submission of its parts, but the result of the system operation and its influence on other systems. 

According to the nature of interaction with cybernetics all the sciences can be subdivided into 2 groups:

- sciences which study more general forms of connections and relations than cybernetics (philosophy, mathematics and logic);

- sciences which investigate particular types of control systems (systems of blood circulations, systems of education, health care, etc.). 

The main notions of cybernetics systems are feedback and control. 

The environment is the most complicated system where different events arise as the result of interaction of multiple various elements. While influencing some system events, one can never be sure that it won't lead to such a reaction of the system which will destroy all the efforts for the achievement of the set aims. That's why in order to augment chances for the favorable outcome, there should be the active, purposeful and thought-out influence on the course of event, in other words, the control is needed. 

The control notion is the basic one in cybernetics as it defines a subject of the investigation of this science.

The presence of control in cybernetic systems involves the presence of 2 interacting blocks: control object (the one who is being controlled) and control subject  (the one which/who controls). The control subject produces the control signals which change the controlling impacts. A control subject is also called a controlling system and a control object is called a controlled system. 

Control – is the purposeful impact of one system (control subject) on another one (control object), which is chosen from the multitude of possible interactions on the basis of the current information and serves for the condition (behavior) change of a control object in accordance with changing conditions of the environment for its development and functioning improvement.  

The division of the cybernetics system for the controlling and controlled components not always can be defined unambiguously. In difficult and developing systems these blocks can be combined. Such a mode is called self-response.  

The general control scheme looks in the following way (Fig.14.1). The controlling system (control subject) transmits the controlling impacts for a control object through effectors via direct communication channel. The information about the condition of a control object is perceived by means of receptors and goes back to the controlling system via feedback channels.  
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Fig. 14.1.

Feedback is one of the main notions of cybernetics and means the influence of output system signal for its working parameters. The feedback provides the self-regulation of the system and its adaptation control. The glucose level augmentation in blood stimulates the formation of endogenous (inner) insulin of the pancreas, which lets maintain the glucose level within the physiological norm (3,3-5,5, mmol/l).
The feedback can be negative and positive. Negative feedback counteracts the tendency of the output parameter change and contributes to its stabilization. Negative feedbacks provide the stability of the organism functions, constancy of its parameters and steadiness to external exposures. The heat regulation mechanisms of all living beings work according to the principle of the negative feedback.  

Positive feed-back, vice versa, saves the tendencies of the system output parameters. The example of the positive feed-back in an organism can be the humoral self-regulation of the excretion of digestive juices, when the absorption of the albumen digestion products, stimulates glands, improving the digestion progressively.

However, positive feedbacks not rarely act as a mechanism of so called “vicious circle”, when malignant impacts, violating the norm, evoke changes in an organism which stimulate the malignant impacts even more. For example, cardiac insufficiency deteriorates the blood circulation of myocardium, which deteriorates its contractility.

This way, if the negative feedback contributes to the restoration of the initial state of organs and their functions, then the positive feedback takes them far from initial state. 

The main task of the controlling system (control subject) is such a transformation of the information which enters the system and formation of such controlling impacts which provide the achievement of control aims. 

One of the characteristic features of the controlled system (control object) is the ability to change its parameters and to pass to different conditions under the influence of the controlling impacts. As for example, a person can take different positions in space, can move into different directions with different speed. Blood pressure, sugar level in blood, heart rate can be decreased and increased, for example, after the intake of certain drugs. 

Under the influence of controlling impacts the system takes the best (in a certain meaning) state, than during the absence of controlling impacts. For example, for the improvement of the patient's condition the correspondent medical-prophylactic means can be considered as controlling impacts. As far as concerns the artificially controlled system created by a person and used in his aims, the notion “best” is evaluated by a system creator.

Biologically controlled systems were formed in the process of the evolutionary development of wild life and during its consideration it is practically impossible to point the subject which has certain aims for the achievement of which the control takes place. The evaluation of the behavior of the biologically controlled system is defined by its medium and the best behavior is the one which augments the chances of the given organism to survive and procreate. 

Between all the possible states of the controlled system (control object) there should always be a choice of the optimal condition. Where there is no choice, there is no control. 

The presence of control is the essential feature of a complicated system which provides with one of it its main features – integrity.

One of the simplest control type is so called programmed control. The aim of such control is to give for a control object this or that strictly definite sequence of controlling impacts. The feedback during this control is absent. 

The aggregate of rules according to which the information which enters the controlling system, is transformed into controlling signals, is called the control algorithm (law).

Clinical medicine today is the modern industrial technology which demands scientifically-based approaches to control.

Under the control of the quality of medical help the following options are meant:  

- organization of the correct handling of healthy people (discovering the risk factors); 

- organization of the correct prophylactics of diseases in the groups of risk;

- organization of the correct treatment and correct rehabilitation of patients.

The aim of such control is obtaining maximally possible results taking into account the modern level of knowledge at minimal level of expenses.   

Modern computers can be treated as the universal information converters and represent the main technical means, the main research device of which cybernetics possesses. The other known example of the universal information converter (though based on absolutely different principles) is human brain.

Cybernetics uses the diversity of different mathematical methods: information theory, coding theory, probability theory and mathematical statistics, mathematical logic, theory of image recognition and others, appeared inside cybernetics in the process of its development. However, cybernetics isn't limited only with theoretical researches. This is an experimental science in which frames such a system research method as computer modeling is developed. The artificial intellect model is considered to be the main achievement of the cybernetics. 

Academician A.Ch. Berg offered to divide all the cybernetic researches for 3 main parts:

1) general (theoretic cybernetic), which deals with general mathematical control models and represents the mathematical or physical mathematical discipline;

2) technical cybernetics, which area is the technical realization of different complicated objects – robotics, development of technical complexes, systems of management of technical objects;

3) applied cybernetics, which unites different applied directions: biological, economical, etc..

Nature is complicated and diverse, that's why several directions of biological cybernetics, which studies different biological systems and their private functions: medical, physiological, psychological cybernetics. The study of the nervous system activity as the most perfect apparatus of control and connection is defined as a field of neurocybernetics. 

Cybernetic study of all living organisms opens and discovers general laws of adaptive functioning of complicated systems as well as private qualities of self-regulation of separate organs and organism in general. 

Subject, methods and content of biological cybernetics

Biological cybernetics occupies the important place among biological sciences completing classical methods of life study with new approaches, which allow to discover more deeply and precisely the laws of its complicated course. 

At present time there is no field of study of living organisms where they wouldn't use new achievements with the usage of cybernetics methods.

The object of the study of biological cybernetics is general principles of existence, specific for living organisms and also concrete mechanisms of expedient self-regulation and active interaction with the surroundings.

Biological cybernetics studies life phenomena predominantly from the point of view of processes taking place in living creatures: processes of system self-organization, information processes and control processes.  

At present time the following 7 levels of cybernetic study of life are distinguished: 

· Subcellular (on the basis of biochemistry and biophysics);
· Cellular (on the basis of cytology and cell physiology);
· Tissular (on the basis of embryology, histology and histophysiology);
· The level of organs and systems (on the basis of normal and pathological physiology);
· The level of an organism as one unity (on the basis of higher nervous activity);
· Specific (on the basis of evolutionary and ecological physiology, zoology and botany);
· Biospheric (on the basis of biogeocenology, general biology and sociology).

The notion «functional cybernetics». Theory of functional systems as the basis of understanding of processes of vital functions

Patterns of self-regulation of physiological functions in norm make up the trend in psysiological cybernetics. The conception of functional system of Anokhin P.K., completed by K.V. Sudakov, which allows to describe the work of all systems of a human's organism – from biochemical to psychic and social levels, belongs to it.  

On the basis of theory of functional systems mathematical models of the control processes in the human's organism are built. The theory of functional systems lets describe the most important systems of human's organism for the realization of complex approach in diagnostics and provision of active vital functions.  

The main clauses of the general theory of functional systems are:

1. The leading factor of functioning of functional system of any organization level is the adaptive result useful for the vital functions of an organism (i.e. every functional system should be able to adapt).
2. Any functional system of an organism is built on the basis of the self-regulation principle (self-regulation includes the self-response; this is the process of higher level).

3. Functional systems are central peripheral formations, selectively joining different organs and tissues for the achievement of useful for an organism adaptive results (i.e. every system should have controlling (central) and controlled (peripheral) system to provide adaptive reactions.  

4. Functional systems of different level are characterized by functional isomorphism: they have an unidirectional (“similar”) functional scheme of organization of all the processes in a system (i.e. all the elements in a system should be subject to one aim by their functions).

5. Separate elements in functional systems interact for the achievement of the results necessary for an organism.

6. Functional systems and their separate parts get mature in the individual development (ontogenesis) in that order and level which are necessary for the organism development. This is the general expression of the system genesis. 

Academician Sudakov formed 3 general principles of interaction of functional systems in an organism: hierarchy principle, multiparameter principle and principle of sequential interaction.

Hierachy principle lies in the the fact that at every time moment the organism activity is defined by that functional system which dominates in the terms of survival and adaptation to the surroundings. The rest of functional systems are built in hierarchy order regarding the dominant one. Changes of dominant functional systems take place during the whole life of a person.

Multiparameter principle of different functional systems defines the compatibility of their functioning. As a rule, the change of the resulting index of one functional system leads to the changes of indices of other functional systems. 

Principle of the sequential interaction lies in the fact that the activity of one functional system in time changes by another one. This principle clearly becomes apparent, for example, in sequential process of intake and procession of food essences. The functional system of the search for food is changed by the system of procession in the mouth cavity and act of swallowing. The functional system of mechanical and chemical procession of food in a stomach comes to its stead (the result is the food intake to duodenum), etc. The sequential activity of functional systems which provide the nutrition of an organism, are genetically programmed by special centers of the nervous system. The programming of the sequential work of functional systems, i.e. systems of digestion is realized according to the advanced principle: only after the perception and evaluation of the result of activity of the previous system by receptors of the subsequent system the change of one functional system by another one can take place. 

Principles and features of organism's functional systems need to be taken into account during the consideration of the common functioning of different organs. It is possible to evaluate the casual relationship of the events by means of following direct communications and feedbacks: from controlling centers to the result of work of executive organs and back to controlling centers. 

In every functional system the main cybernetic principles are executed:

 – regulation by the final result with feedbacks,

 – information evaluation of the final result.

The usage of the functional cybernetics allows to distinguish in the general dynamics of the activity of vital functions the most important links, the impact of which can augment the life potential of an organism.  

The general cybernetic pattern in the operation of functional systems in the evolution process was formed many millions years before it was discovered in technical devices.
The notion «medical cybernetics». Main trends in medical-cybernetic researches

Regulation of the organs' functions, their systems and human's organism in general with the aim to keep the homeostasis at extreme conditions and pathology makes up the basis of the wide area of research – medical cybernetics. 

Medical cybernetics is the scientific trend, connected with the implementation of ideas, methods and technical means of cybernetics into the medicine. 

Medical cybernetics is mainly occupied by the creation of statistic models of diseases to use them with the aim of diagnostics, prognosis and treatment and also studies the control processes in medicine and health care. 

The development of ideas and methods of cybernetics is mainly realized, by means of the development of computer informational systems (i.e. diagnostical) on the basis of mathematical methods of the analysis of data of a patient's examination by using the methods of mathematical modeling of the activity of different functional systems.  

Inner organization of a diagnostic system consists of the “medical memory” (accumulated medical experience in the given group of diseases) and “logical device” which allows to compare symptoms, revealed during the investigation of a patient with the existing medical experience and to make the complicated statistic procession of the clinical material in any set direction.  

Method of computer modeling of the activity of different functional systems of an organism allows to discover many important sides of their activity and is the basic method to obtain new knowledge in medicine. In order to reveal the patterns of the interaction of studied out systems according to the following parameters, characterizing the function of this or that organism system (for example, cardiovascular system), mathematical equations are written. The solution of these equations allows to evaluate the patterns of an investigated system.  

Cybernetical methods are used for the quick evaluation of the patient's state during big and complicated operation and during post-operation period. Traditionally, during such operations the control after the important functions of an operated patient is realized by the entire staff of specialists by means of different electronic devices and apparatuses. The cybernetic system allows to execute their functions within several seconds: to evaluate, compare and integrate the readings of multiple devices and also to take the correct decision during taking the necessary measures for the restoration of the patient's main functions. 

The subject of investigation of the medical cybernetics are medical and other types of information, systems of information accumulation and procession, systems of connection and control, existing in a human's organism and health care. Medical cybernetics is based on knowledge, accumulated by medicine and health care and also on the cybernetics medical apparatus and possibilities of a computer. 

Stages of the development of medical cybernetics are divided into 2 periods. In the first period only means of finding a solution for special tasks were developed, for example, diseases diagnostics. The second stage is known by its system approach to the solution of the modeling problems and the control of the health care system in general. At this time medical information systems, which provide the accumulation, procession and giving of any  medical information in the process of finding the solution for tasks, which are connected  with diagnostics, treatment and control in medicine and health care. 

Medical diagnostic process is a typical cybernetic process and is connected with the information accumulation, transmission, storage and procession. The analysis of the diagnosing process by a doctor showed that only this process in the insignificant level depends on the intuition. In general, during diagnosing a doctor widely uses the experience accumulated in his memory, data obtained during the examination of a patient and acts according to the certain rules, which he was either been taught or he has achieved himself in the process of the medical practice. This way, a doctor acts in accordance with the diagnostic algorithm. During the solution of medical-diagnostical tasks a doctor comes across difficulties connected with taking solutions in the condition of uncertainty:  

 – insufficient qualification, i.e. to simplified algorithm from a concrete doctor;

 – the impossibility to process all the incoming information (about a patient, drugs, etc) because of the big quantity of information and from the limited possibilities of the memory (during the rare usage the data are forgotten). 

Having analyzed the listed difficulties, it is easy to notice that in all the cases a computer can be as a reliable and unfailing doctor's helper. Automation of the medical diagnostics is the aggregate of mathematical methods and technical means which provide the augmentation of efficiency, accuracy, reliability and the speed of the medical diagnosing. In distinction from usual means of disease diagnosing, common in clinical practice, the medical cybernetics offers methods of the disease recognition, based on the criteria formalization and diagnostics rules, i.e. diagnostic algorithms (or decision rules). 

Medical cybernetics studies the functions of the human's organism, on the basis of the control laws, and also considers the problems of treatment and disease prophylactics on the basis of the control laws, objectively peculiar to all natural and artificial objects. A living organism in general and its separate elements in particular are considered to be systems where the information perception, accumulation, procession and transmission take place and also the corresponding reactions are developed (control actions), which provide the normal course of all the vitally important processes. From the point of view of the medical cybernetics any disease is considered to be the violation of the processes of information receipt, transmission and procession or the result of the wrong controlling impact (wrongly prescribed treatment) and it is very topical for medicine as among all the types of medical errors in the medical practice the leading ones (56%) are the medicines mistakenly chosen by a doctor and their doses, 34% of errors are connected with incorrect dose prescription and the length of the application of drugs.  

Maximum quantity of errors are made by doctors at combined therapy. In the USA and Germany about 100 000 patients die annually because of medical errors. The usage of medical cybernetics (mathematical modeling, methods based on the usage of computers, etc) are directed to the augmentation of the range of means to research living organisms, augmentation of possibilities of doctors during diagnosing as well as during the treatment of diseases. The intensive development of medical cybernetics is closely connected with the development of computer engineering and newest means of the receipt of information about an organism's condition or its separate organs and systems.  

Questions for seminar:

1. Main notions of cybernetics: control, feedback, control signals, self-response.

2. Main task of controlling system and its peculiarities.

3. The control algorithm (law).

4. Subject, methods and content of biological cybernetics.

5. The notion “functional cybernetics”.

6. Theory of functional systems as the basis of understanding of processes of vital functions.

7. The notion “medical cybernetics”.

8. Main trends in medical-cybernetic researches.

TOPIC 15
MEDICAL HARDWARE AND SOFTWARE DIAGNOSTICAL COMPLEXES

Topic’s plan:
1. Function and principles of building.
2. Hardware and software complexes types.
3. Functional computer examination architecture.
4. Computer diagnostics types:

· ElectroEncephaloGram (EEG).
· Generated potential (GP).
· Electrocardiogram (ECG).
· Rheogram (RG).
· Electromyogram, Spirogram, Galvanic skin reaction.
Function and principles of building
Technical devices used in medical diagnostics can conditionally be divided into three main categories: instruments, measuring instruments and hardware and software complexes. 
Instruments present with themselves simple mechanical devices to test or to make access to investigated organs easier.

Measuring instrument is an example of stand-alone devices which are used for measuring and reading of some clinical indices by a doctor who can obtain this information in suitable form. Here are the examples of measurement instrumentation: ultrasound device, gastroscope, laboratory analyzer, etc. Unlike measurement instrumentation, hardware and software complexes (see below) are used not only for measurement of primary clinical indices but also for compound computation and data transformation. The result that doctor obtains from such a complex may have a form of derived complex indices, functional dependencies or even in form of preliminary verbal expressions.

measurement instrumentation can be applied in absolutely opposite fields:

· for measurement of clinical indices corresponding to simple variables, when it is enough to know its current value to make a diagnosis. 

· for obtaining of an inner organs picture when computational analysis is hardly being used by a doctor because of the complexity of information.  

Hardware and software complexes execute not only primary clinical indices measurement, but they carry out different and very often complicated calculations and transformations of these indices, giving the result to a doctor as derivative complex indices, functional dependencies or as preliminary verbal conclusion .

In modern electrophysiological hardware and software equipment (Fig.15.1) the 5 following components are distinguished.
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Fig. 15.1. The structure scheme of electrophysiological hardware and software complex.
1. Electrodes for active and passive indices measurements and sensors for non-electrical indices measurements are placed on a patient or near him/her. Electrical signals reading from them can be of 2 types:

· analogue (constantly changing in time and in some amplitude range) signals which present with themselves self-measured bioindices and they are transmitted to the bioamplifier input for intermediate amplification and transformation.

· discontinuous signals have only two conditions Yes/No and they can be transmitted directly to the entrance port (input register) of ADC controller (analogue-to-digital coverter); such signals are usually used as remarks about the occurrence of different events in the examination process and also about the behavior reactions and movements.

2. Bioamplifier executes three main procedures:

1) amplifies low amplitude biosignals to the ADT input range (usually to the level of ±5V) 

2) realizes signal filtration in the specified bandwidth with the deletion of low-frequency and high-frequency components

3) deletes power-line noise at the frequency of 50Hz.

Many of modern bioamplifiers have the possibilities of channel-to-channel regulations of gain factors and bandwidths. It allows to use them for united registration of different electrophysiological indices (so-called polygraphy).

Usually the main part of the price for hardware and software complexes is spent for bioamplifiers. The main producers of bioamplifiers are such famous companies as Medilec (England), Nicolet (Austria), EsaoteBiomedica (Italy), Nihon Kohden (Japan). The bioamplifier cost is quoted from $500 up to $1000 for one amplification channel. And bioamplifier can have from 4 to 32 independent channels.

3. Analogue-to-digital converter (ADC controller) transforms input analogue signals to the digital form of data.

4. Executive devices are meant for executing different influence of therapeutic or testing nature on a patient or for other changes in the examination process (for example external facilities and devices operating modes). The executing devices control is usually realized from the ADC entrance port. 

5. Personal computer with specialized software controls the work of all the other components in real time frame and analyzes the registered indices, diagnostics and results providing. The typical hardware and software complex is shown as Fig. 15.2.
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Fig. 15.2. General view of hardware and software complex CONAN.

Types of hardware and software complexes

Hardware and software complexes are divided into stationary, mobile and autonomous ones.

In mobile systems portable computers are used.

In autonomous systems controlling and calculating programs are realized by means of built-in microprocessors, not in the personal computer.

Depending on the solved tasks the means of medical techniques, including the hardware-software complexes can be divided into the following groups:

- hardware-software complexes for the research of structural and functional organisms characteristics;

- hardware-software complexes for prophylaxis, treatment and rehabilitation impacts.

Indices

Electrophysiological indices characterizing a person’s state and his separate organs and systems state are the starting material for functional diagnostics. According to the way of their measurement, they can be:

1. Bioelectrical indices of direct measurement present with themselves electrical potentials, generated by different formations in central and peripheral nervous system:

· ElectroEncephaloGram  (EEG), reflecting the cerebral biopotential change.

· Generated potential (GP) or background change of the EEG medium level in response for external irritants. 

· Electrocardiogram (ECG) reflects the heart electrical activity evoking heart muscles contractions 

· Electromyogram (EMG) presents with itself the electrical activity connected with contraction of skeleton muscles.

· Electrooculogram (EOG) is the electromyogram of muscles controlling the eyeball movements

2. Indirect electromeasurement indices lie in changes in electrical resistance of human skin and body parts, in order to measure it, the additional cutoff current through the investigated organ is necessary to introduce.

· Rheogram (RG) or change in volume resistance of body and organs parts, evoked by blood circulation in vessels, i.e. bloodfilling change

· Galvanic skin reaction (GSR) or skin resistance change by reactions of emotional and pain nature irritations, reflecting on sweat glands activity

3. Transformation measurement indices reflect different processes of biochemical and biophysical nature, demanding preliminary transformation in electric current or voltage change by means of specialized sensors:

· Phonocardiogram (PCD) presenting acoustic cardiac murmur measurement

· Spirogram (SG), reflecting the speed change dynamics of air flood from lungs during inhaling and exhaling

· Respiratory rhythm dynamics is usually measured according to stretching/pressing  of breast elastic belts with piezosensors.

· Pulsoximetry (PO) fixes the change in blood saturation with oxygen according to the reflected light by means of light sensors usage.

·  Plethysmogram or blood flow change measured by photosensors according to the light reflected from small vessels

The mentioned indices significantly differ from each other in their amplitude, ways of frequency measurement and analysis methods (Fig. 15.3).
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Fig. 15.3. Comparative characteristics of biosignals in amplitude and frequency.

Basic stages of computerized functional examination

The full cycle of computerized functional examinations consists of 5 stages.

1. Registration of electrophysiological indices changes (EPI) of a patient and their record on a hard disc

EPI registration consists of two substages:

· Examination planning (it is absent if an examination is carried out according to typical clinical methods)

· Examination carrying out (so called real time mode) accompanied by monitoring and EPI record.

2. Reading of chosen EPI record transmitted from the disc archive to a monitor for subsequent visual study and analysis.

3. Records editing: artifacts deletion*, accentuation of parts which are of interest for quantitave analysis, special transformations execution and other auxiliary operations.

(Artifacts are different biosignals distortions, evoked by internal and external reasons. The main and the most frequent external artifact is the power-line noise with frequency of 50 Hz, interference from powerful industrial equipment working in the neighbor locations and even in neighbor buildings). The struggle with external noise pickup consists in the usage of bioamplifier rejector filter, in the right position of electrodes and qualitative grounding of a computer through the separate ground, isolated from the current network.

4. Records calculating analysis with its results display in numerical and graphical form. 

5. Research documentation (printing of numerical and graphical results, medical certificate formation and recommendations).
Work at all the research stages is realized by means of using a mouse, keyboard and personal computer screen which looks standard in most of electrophysiological systems (Fig. 15.4):

basic work window (records monitor) where time history curves of electrophysiological indices are placed.

discharge lists bar of main operations and instrumental keys bar (upper window part).
Let’s consider the main types of computerized functional examinations
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Fig. 15.4. Electrophysiological analyzer’s screen.

Encephalography and generated potential of brain

The activity of human brain is extremely complicated and it can hardly be studied and systematized. In distinction from other electrophysiological indices, here there is less quantity of stable numeric characteristics. Clinical conclusion adequacy in most of the cases depends on professional experience and intuition of a clinician with high qualification. The results of EEG examination are only recommendations as for behavior correction and limiting the activity types, but not the recommendations concerning treatment itself.

Encephalography

Registration scheme

In clinical electroencephalography the system “10-20%” for the position (mounting) of 19+1 electrodes on a patient’s head is used (Fig. 15.5).
At the same time the monopolar scheme of leads is mainly used, when besides the general ground electrode (usually fixed on a forehead), the general negative reference electrode (mainly fixed on an earlap or on the bone behind a ear on a mastoid) is used and electrodes fixed on a scalp are commutated with bioamplifier polar inputs.
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Fig. 15.5. International scheme of EEG “10-20%” electrodes disposition.

Functional tests
The main functional tests while EEG examinations carrying out is a standard test “closed eyes” and also different stimulation tests.

The standard conditions of EEG examination is a calm relaxed position of a patient in light and soundproof place, with a head on the special head-rest and with eyes closed. Such a position removes myographic artifacts connected with muscle tension and oculomotor movements. The record is realized in one or several minutes after the patient’s calming and EEG stabilization on a monitor. The variant of a standard test is eyes opening and closing which allows to determine the patient compliance degree, its consciousness level and to approximately value the EEG reactivity.

In order to reveal the brain reaction on external actions single stimuli in the view of quick light flashes, sound clicks or tones are applied. The normal reaction of light flashes rhythm assimilation is well expressed at the frequency similar to own rhythms of EEG.

EEG morphology

During the clinical description of EEG records the certain morphological components are distinguished: phythms, epileptimorphous activity signs, temporary and topographic characteristics.

“Rhythm” at EEG is the certain type of electrical activity, corresponding to some brain state and connected with cerebral mechanisms. In clinical researches usually 4 types of rhythms of subsequently growing frequency are distinguished: (, (, ( and ( rhythms.

The main means of EEG examination is the visual records analysis, however in addition to it different calculating methods of EEG examination are widely used.

The application of hardware-software complex of EEG analysis significantly expands the possibilities of the method of functional diagnostics of the cerebral affection. The subjectivity reduction in the EEG interpretation, the possibility of the visual evaluation of a zone, configuration and the activity level of a pathological focus at mapping along with the text description allows to a clinician to determine the nature and location of pathological process.

In such HSC the basic EEG procession modes are foreseen:

- data interval procession;

- functional probe mapping;

-functional probe tomography;

- spectral analysis etc.;

After the completion of EEG registration a researcher can obtain data as tables, graphs, a topographic map or group of maps, as a tomographic cut of verbal description of EEG. The results of frequency or spectral analysis can be presented as tables. 

EEG frequency analysis. Frequency or spectral analysis according to Fourier method of quick transformation is the basis for most of the modern calculating EEG examinations. It lies in decomposition of some signal s(t), measured in some time interval  Т with the required discontinuity frequency F, into the sinusoidal constituents sequence. The diagram of amplitude-frequency characteristics gives visual and qualitative image at what frequencies the main EEG signal power is concentrated.

Spectral indices. On the basis of frequency characteristics the derivative spectral indices are determined according to special frequency ranges of EEG: the average spectrum amplitude in the specified EEG frequency range, maximal spectrum amplitude in the specified EEG frequency range, etc.

The results of EEG computer spectral analysis are presented as bar graphs of each channel where the successive frequency bands are presented diagonally and the height of the columns is proportional to the corresponding values of a spectral index (Fig. 15.6)

Bar graphs represent the spectral power density medium for functional probe in different frequency subbands. The teta and delta subbands are marked by the dark color and alpha and beta subbands – with light color.
The analysis by epochs. If a researcher is interested in the time history dynamics of different frequency components and indices, then long continuous EEG records (from one till the dozens of minutes) are made. During the analysis they are divided into shorter epochs (from one till dozens of seconds). Then for each epoch frequency characteristics and spectral indices are calculated and diagrams or bar graphs of their temporary dependencies are built. 

[image: image126.png]=l8lx
[ 09in poera Qowx s Esmees (pooorp. Qfpséomca (pwwrt G Grosers =laix]

it @) 1|34 Fowemammie =l B DollElE) 2

a7 VAR~ 2 Cynmapriie creipet npoci
[ WWM“WWWMWW Craruca | e Pocrpas | Evenersn]
L A S L L T Ml m o

8 1

i) |
[Z5i8] 000000 W[=(| 003000 Tfrw 1008 Wrc | Bpens 000000  Snowa 003000

[ 07042009 162154

2

-

e A bk
s L WU
e WU VI TH[Y
teamiecens o 1| | (RCG|C
O
-





Fig. 15.6. The results of the computer spectrum analysis of EEG.
Generated potentials of brain

Generated potentials (GP) are background responses of nervous system for external stimuli, evoking the activation of nervous centers placed in brain stems and in central pathways. When responses of such nervous systems reach the cortex of cerebrum, they collide with the usual EEG and conceal themselves by its means, as the amplitude turns out to be in 5-20 times lower than the amplitude EEG level. So in this case the normal EEG plays the role of powerful noise. That’s why the GP examinations differ by the necessity of execution of many subsequent nervous activity records in response for stimulation with the subsequent averaging of these records relative to a moment of stimulus supply.

The technique of GP research is one of the most complicated in electrophysiology and it demands the highest level of professional qualification. But in this lecture we will skip it. 

By means of hardware-software complex there is a possibility to carry out the researches of long latent evoked potentials or expectancy waves according to the arbitrary number of leads. At this the analysis of the evoked potentials includes in itself: the automatic search of peaks and the correction of their locations, the construction of the peak latency table, their amplitudes, mapping of the evoked potentials amplitude in any time period, interhemispheric difference of latencies of any peak, interhemispheric amplitude difference of any peak, animation of amplitude map. 

Electrocardiography and rheography

Electrocardiography and rheography investigate the activity of two components of cardiovascular organism system: heart and arteriovenous bloodstream.

Electrocardiography

Electrocardiography studies out the heart activity according to its electrical activity.

On the electrocardiogram (Fig. 15.7) in the heart cycle several electric bursts subsequent in time, called waves and indicated by Latin letters Р, Q, R, S, Т are distinguished.
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Fig. 15.7. ECG-cycle scheme and structure components.

Initial impulse of ECG is generated by the sinus node of the heart and propagated to the right atrium, after that to the left, then downwards, and to the back (to the left atrium). After an activation of atriums the impulse is propagated along cardiac conduction system and reaches ventricular myocardium which starts excitation almost simultaneously in different segments of subendocardial layers with propagation of impulses from endocardium to epicardium.
P wave shows depolarization of the atria. The total duration of the P wave is 0,06(0,11s.
PQ segment represents the time when impulse is slowed and paused for a short period, it is the time of atrioventricular conduction that is measured from the beginning of P wave to the beginning of QRS complex (PR interval). PQ segment is located at zero line. 120 - 200ms in duration from the beginning of P wave to the beginning of QRS complex. Such duration depends on the heart rate.
QRS complex. It is the electrical forces generated by ventricular depolarization and represents the pumping action of the ventricles. It is measured from the beginning of Q wave to the end of S wave with 60-100 ms in duration.
ST segment - it marks the time for the ventricles to pump the blood to the lung and body, it shows the ventriclular myocardium activation. It is measured from the end of QRS complex to the beginning of T wave.

T wave shows the moment when ventricles begin to relax after the contraction empties the blood in the ventricles. T wave may be positive, negative or bipolar. The shape of T wave resembles a triangle with flat left slope, rounded peak and sleep right slope.

QRST complex named electric systole is measured from the beginning of Q wave to the end of T wave
The cardiographic diagnostics is based on the wide system of rules of recognitions of many deviations from the normal heart activity. These rules are usually formulated at the qualitative-quantitative level as ratio between the ECG waves amplitudes. The basic means of ECG-diagnostics is the visual examination of cardiologist’s records, which demands the long practice for professional skills elaboration. In this contest the main task of ECG computer analysis is documentation and medical conclusion substantiation, accompanied by amplitude, interval and derivative value calculations, the revealing of numerical deviations from the norm, the issue of time history diagram of separate indices and static patterns.

Holter monitoring

The long-term ECG monitoring according to Holter assumes the many hours’ single-channel continuous ECG record of a patient by means of portable registrator.

In connection with the long term of its record its subsequent examination is possible only by means of computer methods. Usually intervalograms are built, the number of cardiointervals exceeding the set duration margins is determined, the extrasystolic contractions with the calculations of their general quantity and classification according to their form are searched for. 

Bicycle ergometry

Bicycle ergometry presents with itself the heart activity dynamics examination under the graduated weight bearing, executed by means of the exercise bicycle with the regulated level of efforts, necessary for pushing pedals.

For each load level the average frequency of cardiac beat and average inspiratory volume are determined. These indices values are compared with normative depending on the height, age and sex of a patient, on the basis of what the medical conclusion is formed. 

Rheography

Rheography or impedance plethysmography – this is bloodless method of general and organ blood circulation examination, based on the registration of fluctuations of live organism tissue resistance to the alternate current of high frequency (to 500 kHz and force not more than 10mA)

The rheogram of any region (except heart region) consists of top anacrotism (ascending part) and decaying limb (descending part) where 1-3 additional waves are placed (Fig. 15.8).

The systolic wave amplitude reflects the increase of pulse blood volume, arterial bloodfilling intensity. The rheogram top corresponds to the moment when the blood flow is equal to blood outflow, so the bloodfilling speed is equal to zero. The descending rheogram part is flat and it characterizes the venous outflow.
Depending on electrodes disposition the central (precordial, rheography of aorta and pulmonary artery) and organ (rheoencephalography, rheopathography, rheovasography, etc.) rheographies are distinguished.

Rheovasogram (RVG) is registered in the multichannel recording from different parts of thoracic (superior) (shoulders, forearms, hands, fingers) and inferior (hip, shank, feet, toes) limbs.

RVG is applied for the determination of peripheral blood circulation intensity, vascular tone, degree of collateral circulation development. The usage of functional RVG allows to reveal the valves insolvency of superficial and deep veins of inferior limbs.
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Fig. 15.8. Main parameters of volume RG on the ECG background (on the top) and differentiated RG (on the bottom).
Rheogram is recorded in most calm and relaxed state of a patient as even insignificant movements and tensions lead to significant fluctuations of zero line. In the result of the computer analysis of RVG the graphs which reflect the deviation of parameters from the norm are shown (Fig. 15.9).
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Fig. 15.9. The window of program “Rheograms registration and analysis”.

The numerical analysis of rheorecords allows to precise the change nature, determined visually and to reveal the number of additional peculiarities in the investigated region. During the quantitative analysis of rheogram the following indices are used.

· Geographical index (GI) – А2 systolic wave amplitude from the wave bottom to the highest point of a rheogram.

· Amplitude-frequency index (AFI) presents with itself the ratio of GI to the cardiac cycle length in seconds. It characterizes the volume blood flow value of the investigated region in time unit.

· Diastolic wave amplitude (А4), and also some other indices.

Spirography

Spriography assumes the lung volume and forced ventilation flows measurement.

Lung volumes are divided into static and dynamical. Static lung volume change are measured without any strict requirement to their execution speed.

The carrying out of quick ventilation maneuvers (forced inhale and exhale) allows to determine so called dynamic lung volume. The capability to inhale and exhale is necessary for normal everyday activity.  

As the main static volume the lung capacity (LC) is measured, it is the difference in lung volume between the condition of complete inhale and exhale. LC consists of tidal volume TV, inhale reserve volume IRV, exhale reserve volume ERV and also inspiratory capacity  IC which is the sum of inhale reserve volume and tidal volume.

Results of dynamic spirography are usually shown graphically as the ratio of inhaling and exhaling volume to time (spirogram – Fig. 15.10, a)

They can also be presented as the curve flow-volume describing the ratio of maximum flow to lung volume (Fig. 15.10, b). This curve is the result of spirogram simultaneous differentiation and integration: each point shows the speed of exhaling flow (vertical axis) to expiratory volume (horizontal axis). So the external upper part of the loop during the clockwise movement corresponds to forced exhale and the inner loop corresponds to the normal inhale-exhale.
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Fig. 15.10. Results of dynamic spirometry.
Questions for seminar:

1. List main groups of the technical devices, used in medical diagnostics.

2. List and characterize basic components of diagnostic hardware-software complexes.

3. Types of noises and their influence on the definition of the measured parameters.

4. List the main categories of electrophysical indices and formulate their differences.

5. Types of bioelectric indices of the direct measurement.

6. Types of bioelectric indices of the indirect measurement.

7. Types of bioelectric indices of the converting measurement.

8.List basic stages of a computer functional research.

9. Researches of EEG and EP by means of hardware and software complex.
10. EKG researches and rheography by means of hardware and software complexes.

11. Carrying out of spirography by means of hardware and software complexes.

TOPIC 16
Units and systems of the replacement of impaired functions of a human

Topic’s plan:

1. Electrocardiostimulators.

2. Modern technologies in hearing aid.

3. Artificial kidney.

4. Artificial blood circulation and artificial heart.

5. Artificial pancreas.
6. Artificial limbs.
Modern medical equipment allows completely or partially replace impaired organs of a human. An electronic cardiac pace-maker, sound amplifier for people who suffer from deafness, crystalline lens from special plastic – here are just some examples of the usage of devices in medicine. Biological prostheses, which are set in motion by miniature power units which react at bioelectric currents in human's organisms are more and more widely used. 

During the most complicated operations on heart, lungs or kidneys, the “Artificial Blood circulation apparatus”, and “Artificial heart” are of invaluable help for doctors.    

Electrocardiostimulators 

The heart rhythm disorder is one of the most common and hard complications of cardiovascular diseases. The constant electric cardiostimulation is the unique reliable method of the heart rhythm normalization, which (in most cases) contributes to the hemodynamics improvement and this way positively influences the clinical course and prognosis of the main disease. 

Electrocardiostimulation (greek. kardia – heart and latin. stimulatio – stimulate, excite) – the method of treatment of the heart rhythm disorder by means of electric impulses. The rhythm and conductivity disorder which leads to the necessity of electrical cardiostimulator implantation, as a rule, is conditioned by different diseases, but can have the independent value.  

Electric cardiostimulator (artificial pace-maker) – the device for the heart pacing by means of generated electrical impulses. The main components of an electric cardiostimulator are as follows:  

- impulse generator (battery and microprocessor), housed into a metallic container with the weight of around 45 gr;

- electrodes which possess the sufficient flexibility and durability in order to endure the twisting and bending evoked by the blood flow and heart contractions.
At the single-chamber electrocardiostimulation (ECS) only one electrode, placed either in the right atrium or in the right ventricle. The most efficient and perfect is the two-chamber pacing of an atrium (А-atrium) and ventricle (V-ventrium) which got the name “AV-sequential ECS”. The dual-chamber electrocardiostimulator assumes the presence of two electrodes - in atrium and ventricle. In the pacing process after the contraction of atriums the contraction of ventricles immediately follows which makes the heart rhythm the most close to the physiological one. In 1994 the three-chamber electrocardiostimulation (atrial-biventricular) was applied for the first time for the patients with severe heart failure and intraventricular block.
ECS can be realized in different modes. 

1. “Asynchronous” mode. Electrocardiostimulator generates impulses with constant frequency, without reacting at electrical activity of atriums and ventricles.  

2. “Demand” mode (“on demand”). Electrocardiostimulator, tuned on the set frequency of pacing starts functioning only if the frequency of the own rhythm of atriums or ventricles goes beyond the limits of the certain interval, i.e. at the appearance of bradycardia, asystolia or tachycardia. This is provided by the possibility of perception (indication) of the proper electric heart activity.

The type of an implanted electrocardiostimulator significantly influences the course of the main disease, the development of complications and treatment efficiency. 

For the indication of the electrostimulation mode and devices types the international nomenclature of three-letter code ICHD (developed by American Intersociety Commission on Heart Disease) is used.  The code has the following structure: 

- the first letter defines a stimulated cardiac chamber (A – atrium, V – ventricle, D – dual chambers); 

- the second letter defines a detected cardiac chamber, where the sensitive sensor is installed, which perceives the controlling signal and gives the possibility to detect the proper electric activity of a corresponding cardiac chamber (A – atrium, V – ventricle, D – dual chambers , O - none); 

- the third letter defines the type of response of a electrocardiostimulator for the registered activity: (I – inhibiting (oppression), T – triggered (activation) and D – inhibiting and activating, О – the absence of abilities to perceive signals and responses for them). 

With the development of more complicated systems of electrostimulation in 1979 ICHD code was  expanded to the 5-letter code. (NBG) – by the short name of societies which it was developed by. The additional letters of the code mean the following: 

- the fourth letter defines the programmability of functions of a stimulator and frequency adaptation and can take the following values: O – stimulator doesn't possess the programming function; P – both parameters are programmed (number of cardiac contraction per minute and the blood circulation volume per minute); М (multiprogrammed) allows to reprogram the cardiostimulation modes and to change stimulation parameters); С (communicating) – two-way communication; R (rate responsive) – frequency adaptation.

For example, if in an ECS model the frequency adaptation and symbol R (rate-response)  are foreseen, then the operation mode code can be written down as: VVI(R), DDD(R). 

Programming of ECS is the remote control of functions of implanted ECS. For example, the programming of the refractory period – time interval during which the device stays not sensitive to external electric signals. This period is foreseen for ECS not to  perceive the impulse of myocardium depolarization and not to block its own  regular stimulating impulse as a result.

· the fifth letter defines the antitachyarrhythmic function and can take the following values: O – stimulator which doesn't have the antitachyarrhythmic function; P (pacing) – the possibility of antitachyarrhythmic function; S (shock) – cardioversion (defibrillation); D - there is the antiarrhythmic function as well as cardioversion (defibrillation).

All the written above can be systematized by means of Table 1.

Table 1. 
Structures of ICHD and NBG codes of electrostimulation

	I
	II
	III
	IV
	V

	Stimulated cardiac chamber(s) 
	Detecting cardiac chamber(s)


	Response type for the detection signal


	Programmability
	Antitachyarrhythmic function (s)

	O – None 
	O – None 
	O – None 
	O – None 
	O – None 

	A – Atrium 
	A – Atrium 
	T – Triggered 
	P – Simple Programmable 
	P – Pacing (antitachyarrhythmic) 

	V – Ventricle 
	V – Ventricle 
	I – Inhibited 
	M – Multiprogrammable 
	S – Shock (defibrillation (cardioversion))

	D – Dual (А+V) 
	D – Dual (А+V) 
	D – Dual (Т+I) (
	C – Communicating (two-way communication)
	D – Dual (P+S) 

	S – Single (A or V) 
	S – Single (A or V) 
	
	R – Rate modulation 
	


ECS programming. The usage of multiprogrammed stimulators becomes more and more ordinary phenomenon.  Depending on a model, one or several functions can be temporary or constantly changed by means of non-invasive programming – non-invasive evaluation and change of parameters and functions of ECS in diagnostic and treatment aims. Frequency of pacing, amplitude, sensitivity, technical refractory period, etc. can be changed by means of electromagnetic or radiotelemetric signals with the usage of a special device – programming unit.  

Modern technologies in hearing aids

According to the statistics every 6th person in the world has problems with hearing. At present time hearing aid is the only possible means of full social rehabilitation and integration, and modern digital hearing aid devices (HAD) represent intellectual systems with the help of which a person forgets that he/she can't hear well. 

Classification of hearing aid devices.

Depending on the location in the ear, hearing aid devices are divided into behind-the-ear, in-the-ear and in-the-canal.  

Behind-the-ear hearing aid device is one of the first types of hearing aid devices which have been used in the field of hearing aid. The location of such a device is behind a patient's ear. The hearing aid devices consist of 2 parts connected to each other. The first one is fixed behind an ear,  and the second one in an ear canal. They are connected by means of a special sound-conducting pipe. Such a hearing aid device is rather tightly fixed and allows to perceive the wider range of sounds in an ear canal, specially in comparison with in-the-ear hearing aid. 

In-the-ear hearing aid. In distinction from behind-the-ear hearing aid device, the in-the-ear hearing aid device is located inside an ear and consists only of one part (housing) in which the electronics of the hearing aid device is installed. The housing is made according to an individual cast of each customer's ear canal.   

This type of the hearing aid device, most often is completely automated, but in some models, the sound level can be regulated manually. 

In-the-canal hearing aid devices are installed in the direct proximity to the ear drum. It is achieved by the small size of devices which belong to this type. The direct proximity to an ear drum provides the high level of sound perception which allows to distinguish the sound direction and also to use a mobile phone and other devices which are meant for sound recognition and listening with easiness. Due to its small sizes  and in-the-canal location such devices are practically imperceptible which makes them popular and in demand.  

Depending on the applied method of the sound procession, hearing aid devices are divided into analogue and digital ones. 
Analog (linear) - convert audio signals to electrical ones, which are further amplified and changed in accordance with the capabilities of the de-vice. 

Digital models - the most perfect version of the device. It converts the sound signal to the digital code, and modifies it using a computer program taking into account all the acoustic features of the patient's hearing.

Now digital models of the hearing aid devices have the indisputable advantages while analogue ones have become outdated. Digital devices of that kind have a lot of advantages in comparison with analogue hearing aid devices: 

· the possibility of prosthesis of patients with complicated diseases, connected with different hearing impairments. It is achieved by means of multi-channeling of digital hearing aid devices;  

· the possibility of the device programming for different acoustic conditions;

· high level of suppression of ambient noises, the possibility of distinction of main sounds from side sounds (street noise, noise of the working fan or computer, characteristic whistle). Moreover such devices have the augmented the level of sound signals perception even if a person is in complicated acoustic conditions (in a noisy crowd, in a shopping mall, in public transport). It is achieved by the location of microphones;

· qualitative sound of the own voice. 

In digital hearing aid devices a sound signal is transformed into a digital format as it takes place during the recording of CD. A special processor processes this signal at the speed of more than 100 millions operations per second, recognizing the useful sound on the background of noise. Then amplified and individually modified sound is forwarded in the ear of the hearing-impaired. Digital hearing aid devices have not only the digital programming part, but a digital amplifier which allows to produce the special digital procession of a signal. This special procession, for  example, can “purify” the voice signal from noises, to make it of the comfortable volume at the presence of several microphones and to make the sound perception to be well-directed. 

By the set-up means hearing aid devices are divided into programmable and nonprogrammable (trimmer) ones. Programmable hearing aid devices are set by means of computer and a special program which provides the maximally precise setting for each certain user. Nonprogrammable (trimmer) hearing aid devices are set manually by means of miniature regulators (trimmers). 

Cochlear implants. Besides hearing aid devices the modern hearing aids  also widely use cochlear implants. 

Cochlear implant is a medical device which allows partially or completely to restore the hearing of several patients with marked or severe hearing loss of sensorineural aetiology.

Let's remind the basic notions of human's hearing biophysics. The hearing system of a person has three parts: external ear, middle ear and internal ear. The special place belongs to cochlea - organ which is responsible for the transmission of sound waves to the auditory nerve. The Latin name of cochlea is cochlea (hence is the term “cochlear” device). The cochlea is located in the internal ear. Cochlea fibers of an auditory nerve pass along the basic membrane. On them there are auditory receptors – hair cells, which transform mechanical sound fluctuations into electric impulses. In its turn, the auditory nerve transmits electric signals further – to cerebrum where they are recognized. 

Modern cochlear implant is the unique medical development which is used at deafness or hearing loss of the IV grade, which serves as the replacement of the dead receptors of cochlea. Implant uses the same functions as damaged hair cells – picks up the sound and transforms it into electric signals. However, cochlear implant doesn't amplify the sounds. It transmits signals as they are to the auditory nerve. At this the transmission of electrical impulses stimulates nerve endings which is rather important as during the long  inactivity separate branches of the auditory nerve “become unaccustomed” to operate.  

Cochlear implant consists of an external (portable) and internal (implanted) part. In the external part there is a microphone, microprocessor for the sound transformation into electric impulses (sound processor), radio transmitter. Sounds are picked up by the microphone and get encoded into the package of electric impulses by means of a sound processor and radio-waves are transmitted to an implant.  

Having received the sound signals encoded by a processor as electromagnetic waves, an implant sends packages of electric impulses for electrodes, localized the cochlea. The auditory nerve gathers these weak electric signals and transmits them to the cerebrum.   

This way, the cochlear implant solves the problem of the damaged or deceased hair cells of cochlea, transmitting the information about the surrounding sounds via the electrode system directly to the auditory nerve. At this modern cochlear implants tend to reproduce the natural physiological system of information encoding about the volume,  tonality and other sound characteristics in the most precise way (as it is possible at all at the existing technical restrictions).
Deafness can be caused not only by the reason of damage the receptor (hair) cells of the organ of Corti of cochlea, but also VIII pair of craniocerebral (auditory) nerve. The patients’ problems with this kind of illness can not be solved using cochlear implants. Auditory brainstem implant (ABI) – an experimental medical device, that allows patients to restore hearing for the patients who have a neural etiology deafness. It is the realization of an even more ambitious idea – implant to the brain, more precisely, in loci of the auditory nuclei (clusters of neurons) of the brain stem instead of implanting the electrodes to the cochlea
Artificial kidney

Human's kidneys are the biologically important and vital pair organ with unique structure. The dysfunction of these organs during the long period of time is dangerous for a person's life. 

Artificial kidney (hemodialyzer) – the apparatus for the temporary replacement of secretory functions of kidneys. An artificial kidney is used for the blood release from  metabolic products, correction of water-electrolytic and acid-base balance at acute and chronic renal insufficiency and also for the excretion of dialyzing toxic substances at intoxication and liquid excess at oedema.  

Dialyzer represents an artificial filter which consists of 10 000 microscopic fibers, known as a dialysis membrane (Fig. 16.1). The fibers thickness is around 0.3mm. Fibers are hollow with semipermeable sides. The blood passes through dialysis fibers and the dialyzing solution washes it from inside moving into the opposite direction. When the blood passes along the inner capillary lumen, toxins of the certain molecular weight pass through the capillary pores. After this they are removed by the dialyzing solution. At this  the useful substances and blood cells don't come through micropores.    
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Fig.16.1 The operation scheme of the dialyzing membrane
Ultrafiltration is the removal of liquid from an organism in consequence of the difference of hydrostatic and  osmotic pressure along both sides of the semipermeable membrane.
The pressure gradient required for the filtration is achieved due to the pressure decrease in the dialyzing solution towards the blood flow.  

During the treatment the blood enters into the special system of sterile pipelines into a dialyzer (filter), where the removal of the liquid excess and metabolic products takes place. After this the purified blood returns to an organism through the pipeline system. During this procedure  outside the organism there is the blood volume equal to approximately 250 ml at a time. On average in an organism of a grown-up person there are 4-5 liters of blood, that's why the temporary absence of this small volume is easily endured.  
The basic elements of the “Artificial kidney” apparatus (Fig. 16.2):

- dialyzer;

- perfusion device for the blood advancement though the apparatus ;

- device for the preparation and supply of a solution into a dialyzer (dialyzing system);

- device which controls and regulates the basic mechanical-medical parameters of a hemodialysis,

- monitor. 

For the achievement of the high quality of the dialysis therapy the individual choice of procedure parameters and receipt of data about the therapy efficiency in the real-time mode by means of the usage of modern computer technologies is of big value.  

The indices of the dialyzer operation efficiency are as follows: 
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Fig. 16.2. The basic elements of the “Artificial kidney” apparatus. 

- clearance – characterizes the clearing capability of a dialyzer at the constant renewal of the dialyzing solution, [C]=[a]=ml/min:

C = a·(A – R)/A ,

where A – concentration of the removable substance at the entry to a dialyzer ; R – concentration of a removable substance at the exit of a dialyzer; a – volume speed of perfusion;

- dialysance characterizes the work of a dialyzer by the blood purification during the recirculation of the dialyzing substance when in the process of a dialysis the concentration of the removable substance augments in the dialyzing solution, [D]=[a]=ml/min:

D = a·(A – R)/(A – U),

where U –  concentration of the removable substance in a dialyzing solution.

The information support of the hemodialysis process by means of computer technologies, which has the tasks mentioned below, contributes to the augmentation of the operation efficiency of the «Artificial kidney” apparatus:

1. the creation of the unified information system between all the equipment used in the dialysis process;

2. the efficiency augmentation and the improvement of the work organization of the modern dialysis center due to the automatization of routine processes, in particular, the introduction of the system of the electronic document flow;

3. the provision of an easy, quick and faultless access to all the necessary data for their further procession;

4. the possibility of the data presentation in the convenient form which promptly allows to evaluate the situation and to take the corresponding decision;

5. the increase of the treatment quality control;

6. maximum possibilities of settings in accordance with the requirements of every dialysis centre. 

Besides, the automated monitoring and the control of all the required parameters allows to an operator to control the course of the treatment procedure and a patient's state directly during the procedure. 

As, for example, the blood temperature monitoring allows to increase the hemodynamic stability and to decrease the frequency of cardiovascular complications. The monitoring presence during the course of the hemodialysis allows to provide the stability of the body temperature and to control the temperature-energy balance.   

The blood volume monitor (BVM) along with the blood temperature monitor (BTM) allows to avoid the vicious circle of the development of  intradialysis hypotension and volume overload. Blood volume monitor allows to regulate the speed of ultrafiltration depending on the change of the circulated blood volume and to survey the change of the circulated blood volume, the hematocrit and haemoglobin level during the procedure course. 

Artificial blood circulation and artificial heart (ABCA)

The invention of the artificial blood circulation apparatus opened a new era in modern medicine. By means of ABCA it became possible to have operations on an open heart and other vitally important organs. This apparatus is meant for the temporary execution of heart and lungs functions, that's why it is called the apparatus of “artificial heart-lungs”. ABCA supplies the blood circulation and breathing in a patient's organism. It consists of two main blocks: artificial heart, which consists of a pump and drive and artificial lungs (oxygenerator) which serves for the blood oxygenation and the elimination of carbonic gas. The pump of ABCA maintains the constant blood circulation in systemic circulation replacing a heart. At the same time the oxygenerator of ABCA oxygenates all the blood which passes through it, replacing lungs. 

Artificial blood circulation (ABC) (extracorporal blood circulation) is the only means for now to obtain the empty and bloodless heart while the blood circulation is ensured in the rest of the human's body. It is applied during the operation on heart and blood vessels for which realization it is necessary to exclude the heart out of the blood circulation. In the conditions of ABC the correction of congenital and acquired cardiac failures, surgical treatment of affected heart vessels, complex disorder of the cardiac rate, the excision of heart tumors and also heart transplantation are realized. Later it has been used for the resuscitation, in intensive therapy in pre- and post-  operational period as the means of correction of vitally important functions of a patient. In these cases the ABC pump operates in parallel with a patient's heart therefore it must create not constant, but pulsatory blood flow in one rhythm with it. 

Artificial blood circulation is characterized by 3 main functions: blood oxygenation, gas exchange in tissues and the maintenance of blood flow in tissues. Besides. The important function of the artificial blood circulation is the temperature control of a patient's body.  

Artificial blood circulation apparatus (ABCA) consists of oxygenator (artificial lung), heat exchanger which maintains the required temperature mode of ABC, arterial pump with the regulated productivity (artificial heart), pipelines for the blood flow, one or several microfilters for capturing the gas bubbles in the blood, aggregates of formed  elements and other micro emboli, systems of blood suction from an operative wound (coronary suction) and drainage of a left heart ventricle, measurement devices for the determination of the pump productivity, blood temperature in arterial and venous pipeline, perfusion pressure, gas rate, blood level in an oxygenator, etc.  

The scheme of the ABC apparatus coupling is shown at Fig. 16.3 
The further development of ABCA is the creation of an artificial heart.
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Fig. 16.3. The scheme of the ABC apparatus coupling С: 1 – aorta; 2 – arterial pipe line; 3 – microfilter; 4 – arterial pump; 5 – oxygenator; 6 – venous pipeline; 7 – lower hollow vein; 8 – upper hollow vein

The artificial heart fundamentally differs from ABCA - it replaces only a patient's heart, and the blood oxygenation and the elimination of carbonic gas takes place in the natural way – in patient's lungs. The heart prosthesis must operate in the pulsatory mode – similar to a natural heart, making 50-70 and sometimes 150 cycles per minute.

Artificial heart represents the complicated technological device meant for the maintenance of hemodynamics parameters sufficient for vital functions.  

The simplest artificial heart consists of two cup-shaped chamber-ventricles. Inside every ventricle there is the thin elastic septum – diaphragm from silicon rubber. Such a ventricle represents the rotary pump with the pneumatic drive. The diaphragm divides the ventricle into two chambers. In one of them there is blood. This chamber is supplied, as any pump, by two valves -  admission and exhaust. In another chamber from the control device – pneumatic generator the pulsatory flow of compressed and rarefied air is supplied. When the air pressure increases, it incurvates the diaphragm and pushes the blood into an artery. It contributes to the contraction of the muscle of a living heart  – diastole. When the air pressure decreases in this chamber to the level below the atmosphere pressure, then the diaphragm returns to its initial position and the venous blood enters a ventricle. One of them lets the blood enter a ventricle from vein, another one lets the blood enter an artery from a ventricle. 
Artificial heart is connected with arteries and veins of a patient and also with pneumatic generator located outside a patient's organism. All the developed artificial heart models have pneumatic drive from the external source. This drive replaces the muscle of a living heart. Just as in a living heart, the left ventricle of an artificial heart pumps the blood through the systemic circulation and the right one – through the pulmonary circulation. In complicated models with every ventricle also atrium is connected – just like in a living heart. 

American cardiology and medical industry are the world leaders in the creation of electronic-mechanical heart prostheses which help to the victims of the most severe forms of heart failures to wait for a donor's heart or just prolong their lives if this transplantation doesn't have chances for success. All these devices are implanted into a patient's chest and take part in the blood pumping. Similar cardiac prostheses are divided into two types. Some of the devices are connected to the operating heart and facilitate the blood pumping along the systemic circulation. They are called the left ventricular assist devices, LVADs. Now several models of LVADs are in request, and there are patients who lived with this prosthesis for more than 6 years. 

Prostheses of the second type are implanted in the place of an extracted heart and take upon themselves all its functions. Similar devices which pump the blood along systemic and pulmonary circulation are commonly called -  Total Artificial Hearts (TAH). 

Artificial pancreas

Since 1921 the main means of the treatment of the pancreatic diabetes of the 1st type has been the method of the substitutional insulin therapy, offered by F. Banting, laureate of the Noble Prize and Ch.Best. From the beginning of the 80-ies of XX century the search for new treatment means has been carried out:    

- the creation of the artificial endocrine pancreas; 

- the transplantation of a donor’s pancreas; 

- the transplantation of cultures of insulin-producing beta-cells, extracted by the special means from donor’s pancreas.

From the end of the 70-ies abroad in the clinical diabetology the insulin therapy became known by means of portable infusion insulin dosers and stationery apparatus, called the “artificial pancreas” (“artificial beta cell”).

The apparatus “artificial beta-cell” belongs to apparatus with the closed circuit, it defines the sugar level in blood and regulates the supply of insulin depending on its level, and, probably, on the quantity of the consumed carbohydrates.

The apparatus structure consists of a glucose level sensor, computer and pumping system, connected between each other so that together with a patient they represent a closed circuit (Fig.16.4)  
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Fig. 16.4. Artificial endocrine pancreas (β-cell) – the device which regulates the glucose level in blood of the diabetics by means of insulin and glucose (dextrose) injection under the control of the closed regulation system.

By means of the constant two-cavity catheter venous blood is supplied to an analyzer, meant for the continuous definition of the glucose level in the blood. Electrical signals, generated by the glucose analyzer are inserted into a computer and are processed in accordance with the algorithm with the set parameters. In its turn, a computer forms the command for a pump, which pumps the insulin in the quantity which changes in accordance with the glucose level in the blood and its change rate. The same way, another pump can provide the glucose supply as a neutralizing agent during the appearance of the tendency to hypoglycemia. The introduction of these substances in an organism is realized by means of the second constant venous catheter. At the corresponding choice of the algorithm parameters for the computer the set-up of such type is capable to regulate the glucose level on the blood of diabetic patients and to support the normal level of glycemia even at the presence of external load. 

The success of microelectronics and cybernatics allowed to create the miniature portable insulin dosers. These models differ from the stationery ones with more simple device and the absence of the register system of the feedback and a pump for the glucose infusion. The doser supplies insulin in the body through a narrow pipe and needle which are usually inserted under the skin in the area of abdominal cavity. The insulin doser can be programmed so that insulin will be supplied by small, frequent (basic) doses at the certain initially planned time during the day. They can be fixed on the belt or put into a pocket. As they contain little insulin quantity, they need to be refilled periodically. 

Insulin dosers allow to vary the food intake time. Thanks to their usage the quantity of cases of the decrease of sugar level in blood (hypoglycemic episodes) in comparison with people who take insulin decreases.   

Artificial limbs

Prosthesis is an important stage in the process of the social-labour rehabilitation of a person who has lost his/her limbs or suffers from the diseases of the muscular-skeletal system. The multitude of types and levels of amputation of upper and lower limbs and also the sequences of diseases of the muscular-skeletal system define a rather numerous nomenclature of prosthetic and orthopedic appliances. At present time practically all the levels of the limbs amputation and types of lesions are provided by means of prosthesis. The nodes of maximum completion, separate semi-finished items and unitized nodes are serially produced, out of which products are assembled at prosthesis-orthopedic enterprises. 

The quality of prosthesis depends not only on the level of perfection of its separate nodes but also on the way they are assembled in a prosthesis. In the prosthesis practice the schemes of prosthesis construction, which represent with themselves the mutual location of nodes and the prosthesis itself regarding the muscular-skeletal system of a person who needs a prosthesis, are widely used. During the prosthesis the individual characteristics of a person: weight, height, level of amputation, sex and age peculiarities are taken into account.

The development of prosthetic and orthopedic appliances meant for the compensation of lost or damaged muscular-skeletal functions, is based on the deep comprehension of the peculiarities of a human's muscular-skeletal apparatus and main patterns of different activities executed by a person connected with the movement of body segments.

Classification of prosthesis-ortopedic products


Depending on the destination, means of application, amputation nature and level, sex and age and constructive signs, conditions of usage etc POP are divided  into different classes and groups. 

Let's consider the classification of the prostheses of upper and lower limbs. Prostheses of upper limbs are divided into active, functional-cosmetic (passive), operating ones and devices for the self-service. 

Depending on the level of amputation prostheses of upper limbs are subdivided into hand prostheses, forearm prostheses, prostheses of shoulder after its exarticulation (amputation). By the age signs the prostheses for children and grown-ups are distinguished.

Prostheses of lower limbs. Depending on the level of amputation prostheses of lower limbs are divided into foot prostheses, lower leg (crus) prostheses, prostheses of a thumb, after a thumb exarticulation (amputation) and at the inborn underdeveloped lower limbs 

By the age signs the prostheses for children and grown-ups are distinguished. By the usage conditions the prostheses of the general application, prostheses for swimming, working and special prostheses are distinguished. 

Active prostheses are functional prostheses, as they execute one or several functions of a healthy upper limb and first of all they execute the basic function of a human's hand – grasping function. 

Active prostheses of upper limbs can be with the muscular (traction) control and  an external energy source (EES)  

In prostheses with the muscular control (traction prostheses) for the activation of gears of executive mechanisms the power of the group of muscles and the movement of the remained segments of a disabled person's body are used. In prostheses with EES electromechanic or pneumatic-mechanical types of gears can be used.

In prostheses with the electromechanic gear type an electric engine with the power generated from a rechargeable battery is used. 

At this depending on the type of  an applied sensor the following prostheses are distinguished: 

- myotonic prostheses, in which a control signal is formed under the control of a muscle impulse (mechanical influence of a muscle during the increase of its cross-section at the time of contraction);
- bioelectric prostheses, in which a control signal (biopotentials) is removed by the  electrodes of adbuction from the controlling muscle's surface at the time of its contraction. Abduction electrodes are constructively combined with special amplifiers;
- prostheses with contact sensors, in which the influence for the control element (switch) is realized by any segment of a disabled person's body.
- prostheses with the combined control, where the control under various functions performed by the signals from different types of sensors, or combinations of two or more  listed control means. 

 
In distinction from prostheses with electromechanic gear type in pneumatic-mechanical prostheses for the activation of separate gear mechanisms the energy of the compressed gas is used. 

Besides two groups listed above there are also combined prostheses-devices in which for the activation of gear mechanisms the different combinations of energy sources and control systems are used.


Prostheses which are called operating are meant for the execution of different works in industrial as well as in home conditions by means of nozzles and devices 

Nozzles can be 

1) active and passive, 2) specific and universal, and 3) intended to perform a specific operation or to hold various objects or tools.
Devices, special devices which help to disabled people to take care of themselves on their own, can be stationary and portable, designed for different purposes: self-service, usage of household items, for teaching, for making sports, for entertainment, etc. 

Questions for seminar:
1. The notion electrocardiostimulation (ECS).

2. Modes of ECS and types of implanted electrocardiostimulators.

3. Programming of ECS.

4. Classification of hearing devices.

5. Cohlear implants.

6. The notion hemodialyzer.

7. Artificial kidney.

8. Extracorporal blood circulation.

9. Artificial beta-cell.

TOPIC 17
ETHIC AND LEGAL PRINCIPLES OF THE INFORMATION MANAGEMENT IN THE HEALTH CARE SYSTEM

Topic’s plan:

1. Topicality of the information protection matter.

2. Modern situation in the information security field.

3. Medical information protection.

Modern situation in the information security field

Lately the information about attacks on information, about hackers and computer breaks-in has flooded all the mass media. What is the “information attack”? It is difficult to define this action as information specially the electronic one is presented in different ways. A separate file as well as database and one record and the whole bundled software can be considered information. All these objects can be subject and are subject to attacks from some social group of people. During storage, support and granting access to any information object its owner or authorized person indicates the set of rules to work with it. Their intentional breach is classified as an information attack.   

With the mass introduction of computers into all the human activity fields the information volume stored in electronic view is augmented by thousand times. With the appearance of computer networks even the absence of the physical access to a computer isn’t a guarantee anymore of the information integrity. What are the possible sequences of information attacks? Let’s consider the financial losses of a pharmaceutical company as an example:

1. The disclosure of commercial information in pharmacy can lead to serious losses in the market.

2. The information about the theft of the big information volume influences the company’s reputation.

3. Rival companies can use the information theft if it stays unnoticed in order to completely ruin the company imposing on it fake or consciously unprofitable agreements.

4. The information substitution on the transmission stage as well on the storage stage in the company can lead to huge loss.

5. Multiple successful attacks on the company which provides with any information service type decrease trust of clients to the company which will influence the profit volume.  

Naturally, computer attacks can also bring huge moral loss. The notion of the confidential communication became well-known a long time ago. It is understandable that any computer network user doesn’t want his e-mails to be received by 5-10 people more or for example the whole text typed on computer keyboard to be copied to the buffer and also to be sent to the certain server during the connection to Internet. And it is what exactly happens in thousands and ten thousands times.

Categories of information security towards information

1. Confidentiality is the guarantee that the concrete information is available only to those whom it was meant for; the breach of this category is called theft or information disclosure. A patient, trusting confidential data to a doctor, expects that this information will stay unrevealed.

2. Integrity – the guarantee that information is in its initial view for the time being, i.e. during its storage or transfer the unauthorized changes weren’t introduced, the breach of this category is called the message falsification.

3. Secrecy – is the right of an individual to manage the storage, usage and disclosure of personal information. The secrecy supporters insist so that an individual would be informed how the information should be disclosed.  

4. Protection is means and methods of protection from the accidental or intentional information disclosure to unauthorized people and also from destructive actions and losses;

5. Authenticity is the guarantee that the information source is the person declared as its author; the breach of this category is also called falsification, but of the message author;

6. Appeal is the guarantee that in case of necessity it can be proved that an author of a massage is the declared person and no one else could be this author; in distinction from the previous category during the author’s substitution, someone else is trying to claim that he is an author of a message and at the breach of appeal – an author himself tries to backtrack.

Categories of information security with respect to information systems:
1. Reliability – is the guarantee that the system behaves in the normal and abnormal modes as planned;

2. Accuracy (Precision) – is the guarantee of the precise and complete execution of all the access control instructions; the guarantee that different groups of people have different access to information objects and these access limits are constantly preserved.

3. Controllability – is the guarantee that any time moment any component of the software complex can be completely checked;

4. Identification control – is the guarantee that a client connected to the system at present moment is the one whom he claims himself to be.

Medical information protection
Medical information demands protection. The security of medical information can be considered from the following points of view of:

· the individual protection against the distribution of confidential information;

· the protection of state and authorities interests, in other words, the protection from the possible information leakage, abuse and ethics breaches, etc;

· the security of medical insurance systems;

· the matter of law, information confidentiality, lawfulness and legality of electronic signature.

The level of protection of the information about patients

Ensuring the confidentiality of secret medical data about patients is an important task during the development of information systems. The staff, officially authorized to use information about patients, should have easy and prompt access to data stored in a computer. On the other hand, these data must be inaccessible for unauthorized users.

In order to ensure the information confidentiality the actions below are applied:

- by means of a computer algorithm the alphanumeric passwords are set. A user can get a new password at any time;

- each password is changed once in 6 months;

- heads of departments give passwords and define the authority level;

- all users are announced that a password is equal to the official signature and it can’t be revealed to anyone at any circumstances;

- the groups of the information system support give passwords to the heads of departments and control their usage;

- the access can be limited by a password as well as the terminal location;

- users are automatically disconnected from a system in case of the terminal operation shutdown for more than 5 minutes;

- a computer system stores in the memory each case of the access to information about patients by fixing the identity, profession (doctor, nurse, employee, student, etc), place, type of obtained information, date and time;

- each employee who uses the computer system has the possibility to see displayed all people who looked through a certain personal electronic medical card;

- a patient can request a list of people who have looked through his medical card;

- terminals are blocked in case of multiple input of an illegal password;

- terminals automatically display warnings that a user looks through a card of celebrities, hospital staff and their relatives;

- terminals display warnings about the information confidentiality at random approximately for each 500th request of information about a patient;

- for the access via home phone connection the second password introduced to a system is needed, specific towards a patient, for example Mother’s maiden name.

The recognition of a user on the password basis is an example of so called single-factor identification. Modern methods of identification are based on multiple factors (two-factor and even three-factor identification is widely applied). For example, two-factor identification of a user is carried out not only on the basis of a fact what a user has your own password, but also on a fact of what he has personal your own identifier (login). A hardware token, smart-card, etc can serve as this identifier.

Hardware tokens for the identification of users can be  autonomous and pluggable, or USB-tokens.

Autonomous tokens are mobile personal devices which resemble a small pager not connected to a computer and which have their own  power supply. They allow to a user to identify himself  on the servers, using a one-time password (tokens with the usage of One-Time Password) or the “inquiry-response” method. The essence of the “inquiry-response”  method lies as follows.

· A user inserts his identifier in a workstation which transmits it to a server through a network;

· the authentication server generates a random inquiry which is transmitted through the network to the user;

· the user inserts the inquiry to an identification token;

· the user's token by means of some algorithm and a secret key of a user ciphers that inquiry and displays a result on its screen;

· the user inserts the result in the workstation which returns it to the server;

· the server ciphers the same random value (inquiry);

· at the coincidence of the results, the “inquiry/response” process in the existing authentication system is successfully completed.

USB-tokens are devices, in the view of a USB-card, which are connected to standard USB ports and which contain a micro-controller or/and a micro-scheme – an electronic chip. They allow to execute the strict two-factor identification of a user and also they provide a ciphering function and the formation of an electronic digital signature of a user. In distinction from OTP-tokens, they don't require the additional software, installed in a server. 

Smart-cards represent with themselves plastic cards of the size of a credit card (Fig. 17.1), which contain a chip (microprocessor) for cryptographic calculations (electronic-digital signature, ciphering) and the built-in protected memory for the information storage (data about a user, cryptographic keys, certificates, etc.). For the usage of smart-cards a card-reader is required. 

By the method of the information read-out smart cards are divided into:

contact ones;

non-contact ones;

with dual interface.
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Fig. 17.1. Smart-cards of a doctor and a patient, used in the public health system of Germany

Contact cards interact with a card-reader (Fig. 17.2) by means of a direct touch of a metal card's pad with card-reader's contacts. The given method of the readout is easily realized but it increases the card's  wear during the frequent usage. 

Non-contact cards have a built-in inductance coil which in the electromagnetic filed of a card-reader provides the power supply to a microchip which emits information radio signals. Such reading method allows to use a card without wear of the card and the card-reader themselves.  

Cards with dual interface simultaneously have a contact pad and a built-in inductance coil. Such cards allow to realize the work with different types of card-readers.  
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Fig. 17.2. Contact card-readers of smart cards, connected through the USB port (on the left) or through the PCMCIA slot of a laptop (on the right)

Smart cards can serve as an alternative to the password protection, however, more often they complete it, providing more integrate two or three-level user's identification. 

Another, rather simple method of the user's identification is a bar-code. It is rather efficient and at the same time cheap technology. For example, it is used in library information systems (a bar-code is one of the requisites of a library ticket) and in point-of-sale terminals (a bar code is put on a cashier's badge and executes a role of its additional identifier). In medical information systems a bar-code can be placed to an out-patient medical record and be an analogue of its record number. 

For the user's identification iButton devices have become widely spread. This family of microelectronic devices has been developed by the DallasSemiconductor Company (USA) Each device is put in a steel hermetic cylindrical MicroCan housing and has its unique number (ID) and endures serious mechanical and temperature loads. 

The data exchange with iButton is realized through the 1-Wire interface. The information about this interface is transmitted via the only conductor. The power supply is received by iButton from the same conductor, charging an inner condenser in the moments when there is no data exchange on a  bus-bar. The exchange speed is sufficient for the provision of the data communication at the moment of the touch of a contact device. 

For the connection of iButton to a computer, readers (adapters) are produced which transform signals of standard computer ports (RS232, USB) into 1-Wire signals (Fig.17.3). A keyfob allows to safely fix the iButton “tablet”.
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Fig. 17.3. iButton is a family of microelectronic devices, developed by the DallasSemiconductor company (USA)
At the same time the identification procedures don't allow to unambiguously define that a log-in, password and/or some additional device is provided exactly by their owner. Theoretically as well as practically they can be transferred to another person or to be stolen by him. In view of it, the authentication by biological parameters, which are the unchangeable characteristics of a person during all his life, are significantly more reliable. 

Biometric systems of authentication, available at present times or those in the process of  elaboration, contain the system of access by a finger-print, the fragrance, DNA, ear shape, facial geometry, facial skin temperature, a keyboard rhythm,  palm print, a drawing of the palm veins, structure of the eye retina, a drawing of the eye iris, signature and voice. 

The authentication by finger-prints will be more widely used in future. Its advantage is the fastness and the simplicity, convenience and reliability of usage. The probability of an error during the user's authentication is much less in comparison with other biometric methods. Besides, the authentication device itself is rather compact (Fig. 17.4). 
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Fig. 17.4. BioLink scanners of the the biometric authentication – directly by a finger print (on the left), with the additional usage of smart-cards (on the right)
The authentication by the hand geometry is used in the USA in more than 8000 organizations, including the Colombian legislative body, International Airport of San Francisco, hospitals and immigration services. Its advantages can be compared with the authentication by finger-prints, though this device takes more space. The most successful device, Handkey scans the inner as well as the side part of a hand. 

For the readout a user (Fig. 17.5) puts his hand on the device panel where the special pins-holders  help to correct its location. A three-dimensional image of a hand is fixed by a special TV camera with infra-red lighting. The information about the hand thickness is obtained by the device by means of side mirrors which enter the field of view of the TV camera. The scanned image is compared with a  hand model, stored in the memory of the reader. By the results of the comparison the reader authenticates  the user.  

The process of the authentication of a person by means of a biometric HandKey II reader is realized in two stages. At first on the keyboard an employee dials his unique identification number which consists of 1-10 digits and then the reader makes the  hand scan and compares the obtained 
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Fig. 17.5. The authentication of a person by means of a biometric HandKey II reader
information with a model. Besides, instead of the PIN-code dialing in Handkey II the connection of the reader of electronic cards of access, which use the protocols Proximity, Wiegand, etc, is foreseen. 

The two-stage procedure of the user's authentication, on one hand, significantly augments the security level, and on the other hand, allows to almost instantly realize the comparison with a model from a database. Dialing his PIN-code (or using a card of access), a person “informs” a reader in advance with which model it is required to compare the obtained data. The time of the verification by a hand doesn't exceed 1 second and the general time of authentication in a system makes up 1-5 seconds.

The advantage of the scanning of the iris is that a sample of spots on the iris is located on the surface of eyes and any special efforts aren't required from a user – in fact, a video image of an eye can be scanned at the distance of one meter, which makes the usage of such scanners possible in cash machines (Fig. 17.6). The cataract - clouding in the crystalline lens of the eye – doesn't influence the scanning process of the iris anyhow.
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Fig. 17.6. Manual (on the left) and stationary (on the right) 
scanners of the eye iris
The results of the investigations of the technology developer - IridianTechnologies Company - showed that at the extremely big registration base (around one milliard) the probability of the erroneous recognition of a person was lower than 0,000001, and the probability of the erroneous refusal in the recognition is lower than 0,003.

 The authentication process of a person takes place in the following way. In the system the frame of the eye iris  is formed in the ultra-red light (700-900nm) which is later transformed into 512-byte code (IrisCode) which describes the iris structure. The obtained IrisCode is checked for the correspondence to all IrisCodes located in a database and by the results of the comparison either the person's authentication or a refusal in the access takes place. 

The retina scanning takes place with the usage of infra-red light of the low intensity, directed  through an eye pupil to blood vessels on the back wall of an eye. Scanners for the eye retina got widely spread in top secret systems of access control as these authentication means are characterized by one of the lowest percentage of the erroneous refusal in access to registered users and almost the null percentage of the erroneous access. However, the retina scanning is potentially more dangerous as it is carried out by a special laser beam. Besides, during the scanning, an eye must stay in the distance of not more than 1,5 cm from a reader and an eye must be fixed on the certain point and stay immobile during the scanning.  

Authentication by facial features (facial geometry) – is one of the quickly developing trends in the biometric industry. At present there are two such biometric technologies.  

On the basis of the first one there is a special software which gets an image from a usual web camera and processes it. On a face special objects (eyebrows, eyes, nose, lips) are distinguished, for each of them parameters, which completely define it, are calculated. At this many modern systems build a three-dimensional image of a person's face. It is needed for the authentication to be possible, for example, at the incline or turn of a head, change of a facial expression and the make-up for women.

The second technology, based on the authentication of a person by his face, uses a thermogram. A photo of a user, made by means of a special infra-red camera, allows to obtain a “map” of the arteries location which is different for every person. Even arteries of enzygotic twins are located differently. In connection with it the reliability of the method is rather high. Unfortunately, it appeared not long time ago and it still has not been widely spread. 

Cryptographic method of the information protection 

Among basic security technologies, the cryptography can be distinguished.

Cryptography (from ancient Greek κρυπτός – hidden and γράφω– I write) is a science about methods of provision of information confidentiality and authenticity.

Many services of the information security such as the control of the entry to a system, the division of the access to resources and many others rely on the usage of a cryptographic algorithm.

Ciphering is a process of the transformation of a message from a plain text to a cipher text so that:

7. it could be read only by those parties which it was meant for;

8. to verify the authenticity of a sender (authentication);

9. to guarantee that a sender really sent the given message.

In ciphering algorithms the presence of a key is foreseen, . A key is a parameter which doesn't depend on an open text. 

There are two types of cryptographic systems:

· systems with a secret key (symmetric);

· systems with an open key (asymmetric).

As it follows from their names, symmetric systems use the same key to carry out the ciphering and deciphering operations and asymmetric systems use the different ones. In symmetric systems both parties, which exchange the information, should have this common key, but no one else must possess this key. This way the secrecy of the transferred information is provided. 

In asymmetric systems each user has two keys, which form a key pair:

1. an open key, which is used for ciphering a message meant (sent) to an owner of this key. The open key allows to cipher, but not to read the ciphered message;

2. a closed key is used by an owner of this key for deciphering messages directed to him and also for the formation of his own electronic signature  

A pair of these keys possess the important feature: at the rather big length of these digits it is very difficult to restore the value of a closed key, knowing only an open key. This way, any user – a participant of a system of the protected electronic documents circulation can “publish” his open key in public places so that any other participant of this system could use it and to cipher a message directed to this user. This way, by means of an open key it is possible only to cipher, but not to read the message ciphered by him. It is possible only at the presence of a closed key, paired to an open one.  

A user must keep his closed key in secret from strangers. A closed key is usually stored in some removable media (floppy disc, USB stick, smart-card) in the ciphered view and is deciphered only during the execution of some actions. Cryptographic operations are often executed inside some device, giving out only the result without disclosing the content of a closed key. The closed key, stored in a smart-card, can be protected by a password. 

The most popular algorithms of ciphering with a secret key: DES, TripleDES and a set of others.

Asymmetric systems allow to create a digital signature, which while being placed on a digital document, serves the guarantee that exactly an owner of this key and not someone else really signed this document. For this a user-sender, using his closed key, performs some operation over those data which he wants to sign and transmits its result together with the initial data to any other subject-receiver of the signed document. This subject, using only an open key of the sender, paired to a closed one, can check if the digital signature is genuine, i.e. corresponds to the sender. 

In the course of such verification the correspondence of an electronic document to its open key is determined, i.e. the authenticity of an electronic signature (the belonging of a signature to its owner) and also the presence or absence of distortion of an electronic document after its electronic signing (deliberate or evoked by errors during its transmission via communications channels). The verification is realized by means of hashing – the calculation of the controlling amount of bits of an electronic document. The common analogue of hashing can be a method when during the relocation in the memory the quantity of baggage pieces is stored. Then for the verification no need to remember each suitcase, but it is enough to calculate them. The coincidence will mean that no suitcase was lost. i.e. the quantity of the baggage pieces is its hash-code. Any change of the signed data (even the change of just one bit in a big file) will lead to the change of its hash-code and it makes the digital signature not valid.    

The guarantee of the correspondence of an open key to its owner is a certificate, which is formed and given to members of the system of protected documents circulations, by a certified center. This digital certificate is a conglomerate which consists of an open key of a user, the information about it, a certificate name and a digital signature of a certified center, which ties all this data with each other. At this a certificate has a validity period which limits the term of correspondence of an open key to its owner. 

An electronic-digital signature in an electronic document becomes equal to the written signature on the following conditions (at the same time):

1) a key certificate of an electronic-digital signature is valid;

2) the authenticity of an electronic-digital signature in an electronic document is proved;

3) an electronic-digital signature is used in respects which have the juridical value.

An electronic message, signed by an electronic digital signature is recognized as an electronic document, equal to a document personally signed in cases when by federal laws or by any other standard legal acts the requirement about the composition of such a document on the paper medium is not set or meant. 

The usage of electronic documents has become widely spread in many spheres of activity, at this they are used not only along with traditional paper documents, but instead of them.

In modern medical information systems the electronic digital signature can be used with several aims. These are, first of all :

1. Personification of data stored in the information system which allows to  unambiguously define an author of a record.  

2. Storage of the completed documents in an information system, when after the document signing by means of a digital signature its further editing is impossible. It gives a legal status to a document and allows to refuse from an equivalent paper document for a good reason. 

Medical information system as the protection object

Medical information system (MIS) is the complicated system distributed in space, which consists of a big quantity of lumped (local) subsystems (information nodes), operating firmware means of information technologies realization and big quantity of means which provide the connection and interconnection for these subsystems with the aim to provide remote users with the broad variety of services in the information service field.

In other words, MIS is the organization-technical system which realizes information technologies and foresees hardware, software and other kinds of support and also the appropriate staff.

Problems of ensuring the medical secrecy

The big concentration of the medical information files, the absence of the basic control at its storage and relatively low levels of technical means reliability evoke serious concern in the information storage securing.

In the process of MIS exploitation the accumulated and stored information is rather unprotected and subject to destruction as well as to the unauthorized usage. And the big quantity of different MIS components, operations, resources and objects create rather attractive medium for different kind of intrusions and unauthorized actions.  

Main problems which appear in the process of information protection in MIS:

- the prevention of information leakage, theft, distortion and falsification;

- the prevention of threat of individual, society, state information security;

- the prevention of unauthorized actions towards information deletion, modification, copying, blocking;

- the prevention of different forms of unauthorized intrusion to information resources and information systems;

- providing the legal regime of the usage of documentary information as the property object;

- the protection of constitutional rights of citizens for the personal secret protection and confidentiality of personal data, which is contained in information systems;

- ensuring the medical secrecy, confidentiality of documentary information in accordance with the laws of a country;

- the guarantee of subject’s rights in information processes and during their processing, production and application of information systems, technologies and means of their support.

It should be noted that nowadays ordinary (home) computers connected by means of additional equipment to local and distributed computer networks are applied as the basic MIS level. For the information protection at such an approach the unjustified big quantity of means should be spent for providing the protection of precious information processed by means of cheap equipment. Under conditions when users have access to several servers and possess the right of remote registration, the protection becomes so complicated that its securing becomes not affordable even to powerful companies and big medical centers.  

The classification of the information protection breaches

The most common ways of the information leakage is:

- the theft of information carriers and documents, obtained in the result of the information systems operation;

- the information copying on PC;

- the capture of electromagnetic radiation in the process of the information processing.

Among people and places of risk of the unauthorized access and usage the following ones can be distinguished:


System programmer – can break the protection possessing the right to enter a system. He can discover and bypass the protection system.

Maintenance engineer – can break the protection of technical means by means of using autonomous utilities to access files and to enter a system.


Work stations – are the most available network components and from them the biggest quantity of efforts for unauthorized actions takes place. From work stations the processes of information processing, program launching, data introduction and editing; on discs of working stations important data and processing programs can be placed.  


Servers need special protection as concentrators of big volume of information where the data conversion takes place during the coordination of communications protocols in different parts of network. First of all, trespassers will look for possibilities to influence the operation of different subsystems, making profit of shortcomings of the communications protocols and means of delimitation of the remote access to resources and system tables. At this, all possibilities and means, including special program keys to bypass the protection system, are used.


Channels and communications means. Due to big spatial length of communications lines through the uncontrolled territory almost all the time there is a possibility for trespassers to connect to them or to intervene into the data transfer process.

Besides, the possible leakages, data corruption, data validity breakage or information storage take place as the result of accidental or intentionally wrong (unauthorized) user’s actions (authorized or unauthorized for the work with the MIS).
Problems of the complex protection systems implementation. Systematic approach in creation of information system protection mechanisms

The notion of systematic approach lies not only in the creation of corresponding protection, but also represents the regular process which is realized at all the stages of the IS life cycle. At this all means, methods and measures which are used for the information protection are united into one integral mechanism – information protection system (IPS).

Let’s indicate the basic postulates of IPS which haven’t lost its topicality nowadays:

· it is impossible to create the absolute protection;

· information protection system should be complex;

· IPS should be easily adapted to constantly changing conditions.

To these axioms another ones can be added. First, IPS should be a system, not the accidental and chaotic set of technical means and organizational measures as most often it happens in practice. Second, the complex approach to information protection should be applied starting with the preparation of a technical task and ending up with the efficiency evaluation and IPS quality during exploitation. Unfortunately, users of modern IS haven’t completely realized the necessity of the systematic approach to the issues of ensuring the information technologies security.

Today specialists from different knowledge domains, this or that way, have to be occupied with the issues of ensuring the information security. It takes place due to the fact that in the nearest hundred of years we will have to live in the society of information technologies where all social problems of humanity, including the security question, will belong. 
The IPS representation model


IPS will become a system when logical connection between its components will be set. How can this interaction be realized?

The task of IPS creator during this question lies in providing a user with an auxiliary tool – IPS model, and a user’s task is to complete it with his knowledge and solutions. This way, the diversity of variants of the information system build-up evokes the necessity to create different protection systems which take into account the individual peculiarities of each of them.

The notion of the systematic approach lies not only in the creation of corresponding protection mechanisms, but represents a regular process which is realized at all the stages of the MIS life cycle. At this all means, methods and measures which are used for the information protection are united into one integral mechanism – protection system.

The practical task of ensuring the information security (IS) lies in the development of IS processes/system model which on the basis of scientific-methodological apparatus would permit to solve problems of IPS creation, usage and efficiency evaluation for projected and current IS .

What is meant under IPS model? How feasible is it to create such a model? In the simplified view the IPS model is represented at Fig. 17.7.  
Specific peculiarities of the solution of a task on the protection system creation are:

- incompleteness and uncertainty of initial information about IPS composition and typical threats;

- task multiobjectiveness connected with the necessity to take into account the big quantity of indices (requirements) of the information protection system (IPS);

- the presence of quantitative and qualitative indices which should be taken into account during the solution of tasks of IPS development and implementation. 
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Fig. 17.7. Model of information protection system.

Requirements to a model:

Such model represents the complex of approaches and methods on the basis of the knowledge matrix in the aggregate with mathematical methods. It should possess the following features:

- universality;

- completeness;

- simplicity in usage;

- visualization;

- practicality.

Model of the information protection system allows:

- to set interconnection between indices (requirements);

- to set different protection levels;

- to obtain quantitative evaluations;

- to control the IPS condition;

- to apply different evaluation methods;

- to quickly react for the change of functioning conditions;

- to join efforts of different specialists with one aim 

Formation of information security model

How can be such presentation of information security created in order to cover all the aspects of the problem? A person will get the most complete image about the phenomenon which is of the most interest to him/her when he/she can consider this unknown matter from all the sides in three-dimensional space. On this basis let’s consider three “measurement coordinates” – three groups of IS model components.

- what it consists of (BASES);

- what it is meant for (TREND);

- how it works (STAGES).

As BASES or component parts of a SYSTEM the following options are considered (see Fig. 17.8).
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Fig. 17.8. Bases of information security.

General TRENDS of ensuring the information technologies security:

- the protection of information systems objects;

- the protection of information processing processes, procedures and programs;

- the protection of communications channels;

- the extinguishment of side electromagnetic radiations;

- the protection system management. 
The following STAGES of the IPS creation are distinguished:

1. the detection of information and technological resources and also MIS objects which are subject to protection;

2. the detection of potentially possible threats and information leakage channels;

3. the evaluation of information exposure and risks (MIS resources) at the current multitude of threats and leakage channels;

4. the definition of requirements to the information protection system;

5. the choice of information protection means and their characteristics;

6. the implementation and arrangement of the application of the chosen protection measures, methods and means;

7. the integrity control and protection system management. 

Questions for seminar:

1. The modern situation in the field of information security.

2. Categories of information security: confidentiality, integrity, secrecy, protection, authenticity, appeal, reliability, precision, controllability, identification control.

3. The protection of medical information.

4. Patient`s data protection:


actions to guarantee confidentiality of information;

one-factor and two-factor authentication, tokens, smart-cards, bar-code, iButton devices, authentication by biological parameters (fingerprints, face geometry, facial skin temperature, hand print scan, hand vein structure, retina structure, iris authentication).

5. Cryptographic method of information protection:

Ciphering; 

types of cryptographic systems;

digital signature.

6. Medical informational system as an object of protection.

7. Problem of medical secrecy protection.

8.Classification of security violation types.

9.The problem of integrated protection system implementation. System approach to development of protection mechanisms for informational systems.

10. Modeling processes of system of security facilities. 

TOpic 18
DATABASES, Database Control systems. The application of data base control systems to solve mathematical tasks

Topic’s plan:

1. The main ideas of database conception. 

2. Data base classification. 

3. Database information units.

4. Hierarchy, network and relational data base.

5. Classification of database control systems.

6. Microsoft Access.

7. Stages of database development.

8. The future of database control systems.
Now medicine is impossible without the application of databases. A database of local nature can be the patient registration base, which is associated with the notion of “registry”. There all case histories, analysis results, ECG, roentgenograms and other information, which can be available to a doctor at any time without anyone’s assistance, can be stored there. The protection system for information confidentiality can be used. The electronic way to keep record of patients permits to solve problems of information transmission to another medical establishment (in connection with a patient’s removal or patient referral to treatment) and provides the protection from the unauthorized access.

The main ideas of database conception

The main ideas, which lie in the basis of the database (DB) conception, are the following:

- to isolate any application program from the influence of changes, introduced to other programs through general data by means of discrimination of logical records, which are used by application programs, from records which are physically remained on the magnetic medium.

- to eliminate the extra data doubling. 

- to centralize data control.

So the essence of database conception lies in the integrated storage and differentiated usage by application programs of the whole information about data domain objects, which are of certain interest for the organization. Under these conditions, on one hand, formats of data presentation are described at the logical (comprehensible) level for each program, but, on the other hand, all other data, which are stored in the data base and don’t have any relation to a certain application program, are “transparent” for it.

This way, all the data are placed in the only storage. Users of automatized information systems (AIS) have the possibility to address to any data which is of interest to them. These very data can be in different combinations and represented in a different way in accordance with needs of (application program) users. It is provided by means of database control system (DBCS). Among most of DB definitions, which are come across in literature, there is no definition where all its essential features would be indicated. So very often a DB is identified with the aggregate of files containing the required set of data.

So that a DB would form a set of files, files have to be interdependent; integrated (on condition of minimal redundancy) formed; independent (on programs where they are used, on processes where they are supported); to have the unified centralized control program, providing the logical independence of programs from data, stored in files. 

The named set of structured data, related to the certain data domain, is called a database.

The complex of program and language means, needed to create databases, their keeping in the topical condition and the organization of search for required information is called a database control system. 

The general requirements to DBs and DBCSs are the following:

· the possibility to present data structure adequate to real data domain (building up the adequate information data domain model)

· simplicity and small resource consumption for the system development (quick and cheap modification of old program additions and the development of new ones in the frames of an automatized information system)

· simplicity and data access efficiency, the possibility to search for information by different means.

· The possibility of efficient and simultaneous service of the big quantity of users.

· The possibility of application in distributed computer networks.

· The security mode of discriminated access to data and programs, the guarantee against their unauthorized application.

· Ensuring data presentation in the convenient form to users for their further application.

· Ensuring the required productivity in task solving at the limited consumption of computer resources.

· Information protection in DB from faults and operation failures of technical devices and from users’ faults.

The general advantages of DB and DBCS application during the realization of automatized search-information systems on their basis are the following:

· the reduction of extra redundancy of data which are stored. Data used by several programs are integrated and stored in one place. The data redundancy exists, but it is minimal and necessary only to provide interrelation of different data of the associated data domain.

· the data contradiction is removed, which can appear if the same data, used by different programs, are presented several times and in case their change is necessary not all copies are restored.

· saved data are used jointly. It gives an opportunity to develop new program additions to the database, which exists already, with minimal expenses.

· more simple, quick and cheap development of automatized systems is provided due to ensuring logical mutual independence of programs and data in a DB.

· the support of data integrity (adequacy and conformity)is simplified.

· the possibility of quick data presentation for non-standard (preliminary unforeseen)users’ requests is provided without the additional application program development.

· the possibility of complex automation of AIS parameters, which is possible due to the centralized database control, is created. The data can be structured and placed in such a way so that the quickest access to the most important (priority) program additions would be provided.

· In case of centralized database control the standardization and unification of data presentation in AIS are simplified. 

The general disadvantages, which users and software people can come across during the DB and DBCS application, are the following:

· additional consumption of apparatus resources (for example, memory) during the placement and DBCS  operation;

· additional expenses for the DBCS installation and support in the operation mode;

· the necessity for the qualified staff to realize the centralized database control (DB administration), and hence the additional expenses involved.

In this way, the application of DBs and DBCSs relative to the creation of more powerful AIS, which contain the big quantity of interdependent program applications, without doubt, gives essential advantages in comparison with the variants of creation of the same AIS on the basis of a file system. 

Modern DBCSs can support:

· different types of data presentation and operations on them (including factual, documentary, image-graphic data);

· natural and efficient presentation of different relations between objects (for example, data visualization, which is characterized by space and time parameters) in DBs;

· check of data for consistency;

· deductive conclusion (deductive DB);

· the distributed DB control and non-uniformed DB integration;

· data centralization and integration in PC network.

What about the public health system, then the problems of optimal storage means choice and the processing of big volumes of medical information, has been one of the most topical problems of the public health system organization in Ukraine. In the structure of any medical establishment there are centers where information, which should be stored and processed, arrives.

Creating a database, a user tends to organize information about different object signs and to quickly obtain the data access with the arbitrary sign combination. It is only possible to do if the data are structured. Structuring is the introduction of agreements about the data presentation means. The example of unstructured data which contain the information about students (No of personal file, family name, name, patronymic and year of birth):

Personal file № 16493, Sergeyev Pyotr Mikhailovich, date of birth January,1, 1976; p/f № 16593, Petrova Anna Vladimirovna, date of birth March,15 1975 г.; personal file 16693, date of birth 14.04.76, Anokhin Andrej Borisovich.
Table 1

	№ of a personal file
	Family name
	Name
	Patronymic
	Date of birth

	16493
	Sergeyev
	Pyotr
	Mikhailovich
	01.01.76

	16593
	Petrova
	Anna
	Vladimirovna
	15.03.75

	16693
	Anokhin
	Andrey
	Borisovich
	14.04.76


It is easy to make certain that it is difficult to organize the search for the necessary data which are stored unstructured and it is almost impossible to organize the similar information.

In order to automatize the search and organize these data, it is necessary to make certain agreements about the data presentation means, for example the date of birth should be recorded for each student, it should have the same length and the certain place among another information. These remarks are also fair for other data (number of a personal file, family name, name, patronymic). 

Classification of databases
By data processing technology databases are divided into centralized and distributed.

The centralized database is stored in the memory of one of computer systems. If this computer system is a component of computer network, then the distributed access to this base is possible. This database application means is often applied in local PC networks,

 The distributed database consists of several parts possibly intersecting or even doubling each other, stored in different computers. The work with such a base is realized by means of the distributed database control system (DDBCS).

By data access means databases are divided into databases with local access and databases with remote access (network access).
Autonomous local databases are the simplest. They store their data in a local file system on the computer where they were installed. DBMS is installed on the same computer. The network is not used. Developer of the autonomous database has no deal with the problem of the parallel access while two clients attempt to simultaneously edit the same record.

Centralized database systems with remote (network) access assume different architectures of similar systems;

· file-server; 

· client-server. 

File-server. The DB system architecture with the remote (network) access assumes the separation of one of network machines as a central file server. At this machine the shared centralized DB is stored. All the other network machines execute the functions of a workstation by means of which the access of the user system to the centralized database is supported Database files in correspondence with the user’s request are transferred to the workstations where in general their reprocessing takes place. At the big intensity of access to the same data the information system productivity drops. Users can create local DBs, which are used by them exclusively, at the same workstations.

Client-server. In this conception it is meant that besides the storage of the centralized database, a central machine (database server) should provide the execution of the main volume of data processing. The request for data, provided by a client (workstation) generates the search and the data extraction at a server. The extracted data (but not files) are transferred in the network from a server to a client.  The specific character of architecture of a client-sever is the application of the structured query language SQL. The universal language is meant to create and execute queries, data processing as in the home application database as well as in databases, created by other applications, supporting SQL. A query in SQL consists of one or several operators, following each other and separated by semicolon

Information database units

The DBCS processing objects are the following information DB units.

Field is the elementary unit of the logical data organization, which corresponds to an indivisible information unit – requisite.

Record is the aggregate of logically connected fields.

Table is the ordered structure consisting of the finite set of records of the same type.

Primary key is a field (or a group of fields) which permits to define every row in a table unambiguously. The primary key should possess 2 qualities:

1. The univocal record identification: a record should be univocally determined by the key value.

2. The absence of redundancy: any field can’t be removed from the key, without destroying the features of the univocal identification. 

Besides primary keys so called simple (or secondary) table key can be used. There can be the multitude of simple keys. They are used at the ordering (indexing) of tables. 
Hierarchy, network and relation databases
Between fields and records the certain connections exist. Depending on the nature of these connections there are three types of database organization: hierarchy, network and relation. 

Hierarchy database is the aggregate of elements, placed in the order of their subordination from the general to the particular and forming the tree (graph) inverse in structure. To the main notions of the hierarchy structure the level, node and connection are related.

Node is the aggregate of data attributes, describing some subject. In the scheme of the hierarchy tree, nodes are tops of a graph. Each node at the lower level is connected only with one node, situated in the upper level. The hierarchy tree has only one top, not subordinate to any other tops and situated in the highest – first level. 

Dependent (subordinate) nodes are situated in the second, third, etc. levels. The quantity of trees in the database is defined by the quantity of root records. To each database record there is only one hierarchy path from the root record (Fig. 18.1). 


[image: image147]
Fig. 18.1. Hierarchy DB model
For example, as it can be seen from the figure, for the C4 record the path comes through the A and B3 records. The example, shown, at the Figure 18.1 illustrates the application of the database hierarchy model.

Let A record describes the phenomenon of the "Institute", and consists of fields: specialty, institution name, the director. For example:
071900, Economic information science, Ivanov I.V.
Let the record Bi describes the phenomenon of the "Group" and consists of fields: group number, the monitor. For example:

	B1
	B2
	B3

	111 Petrovskaya I.T.
	112 Zajtsev R.V.
	123 Nikulin K.L.


Сj: “Student” (number of a record book, last name, name, patronymic), for example:
	C1
	C2
	C3

	98795
	97695
	98495

	Polishyuk
	Chernyakhovskaya
	Marchuk

	Andrej
	Yulia
	Konstantin

	Petrovich
	Nikolaevna
	Ivanovich


For the considered example, the hierarchy structure is rightful, as each student studies in the certain (only one) group which belongs to the certain (only one) institute.

In a network DB at the same basic notions (level, node, connection) each element can be connected with any other element.

The example of a network model can be the database structure, which contains the information about students, who take part in research works (RW). It is possible that one student takes part in several research works and also that several students take part in the development of one research work. The graphic image of the network DC described in the example which consists of only two types of records, is shown at Fig. 18.2.



·





Fig. 18.2 Network DB model 

The example of the network DB structure: “Work” (cipher, manager, data domain). “Student” (number of records, last name, group).

At present time the most widely-spread are relation DBs.
The conception of a relation database was developed by E.F. Codd in 1970. In the basis of this database the mathematical notion of relation lies. Relations are presented as two-dimensional tables. For example, in Table 2, the relation database, where there are data about school teachers, is presented.
Table 2
	Family name, given names
	Date of birth
	Pedagogical seniority
	Subject
	Category

	Boyko N.N.

Sergeyev M.I.

Fedirko I.V.

Prokopenko B.А.
	5.01.50

10.03.48

32.08.65

19.04.40
	16

20

4

25
	Physics
MathematicsMathematics Chemistry
	1

1

2

1


The relation (table) is presented in a computer as a data file. Table rows correspond to a record in a data file and a column corresponds to a field. In the theory of relation databases rows are called – tuples and columns are called – attributes. 

The correspondence between the mentioned notions for tables, relations and files is shown in Table 3.

Table 3
	Table
	Row
	Column

	Relation
	Tuple
	Attribute

	File
	Record
	Field


The list of name of relation attributes is called a relation scheme. So, the relation scheme with the name TEACHER, shown in Table 3, will be written down in the following way:

TEACHER (FAMILY NAME, GIVEN NAMES, PEDAGOGICAL RECORD OF SERVICE, SUBJECT, CATEGORY).

In every relation one attribute, which is called a key attribute or just a key, is distinguished. A key attribute should be unique, i.e. it should unambiguously define (identify) tuples. For example, in the relation, presented in Table 3, the key field is the family name and given names.

In some relations the compound keys, including several attributes can be used. For example, in the relation, shown in Table 4, a key consists of several attributes: FLIGHT NUMBER and TICKET NUMBER. In this relation there are data about the passenger registration for the flight:

Table 4
	FLIGHT NUMBER
	TICKET NUMBER
	FAMILY NAME, GIVEN NAMES
	LUGGAGE NUMBER


Over the relations (tables) different operations can be executed similar to the execution of arithmetical operations. It gives a possibility to get from the relations, stored in a computer, other relations.

Stages of database development

Stage 1. Target setting.

At this stage a target to create a DB is formed. There the base content is described in details, its destination and aims of its creation and also the kinds of works which are supposed to be realized in this database (selection, addition, data change, printing or report display, etc. ) are listed.

Stage II. Object analysis.

At this stage it is considered which objects a DB can consist of, what the features of these objects are. After dividing a DB into separate objects the features of each object should be considered or in other words, the parameters which describe each object should be set.  All these data can be placed as separate records and tables. Then each data type of each separate record unit should be considered. Data about data types are also to be inserted into the composed table.

III. Model synthesis.

At this stage according to the analysis carried out above, the specified DB model should be chosen. Then advantages and disadvantages of each model are considered and compared with requirements and tasks of the created DB. After this analysis a model which can provide the realization of the set task to the maximum extent is chosen. After the choice of a model its scheme, which indicates relations between tables or nodes, should be drawn.  

Stage IV. The choice of information presentation means and programming tools.

After the creation of a model creation it is required, depending on the selected program product, to define the information presentation means.

In most DBCSs data can be stored in 2 ways:

-  application of forms

- without the application of forms

Form is a graphic interface created by a user to insert data in a base.

Stage V. Computer object model synthesis. 

In the process of the computer model creation some stages, typical for any DBCS can be distinguished.

Stage 1. The starting of a DBCS, the new file creation or the opening of a base created before.

Stage 2. The creation of an initial table or tables.

Creating an initial table, it is necessary to indicate a name and a type of each field. Field names mustn’t be repeated inside one table. In the process of work with a DB new fields can be added to a new table. A created table should be saved, a name, which is unique in the frames of the created base, should be given to it.

In order to project tables, it is advisable to follow the following basic principles:

1. Information in a table shouldn’t be doubled. There shouldn’t be any repetitions between tables. When the definite information is stored only in one table, then it will have to be corrected only in one place. It makes the work more efficient and also excludes the information mismatch in different tables. For example, in one table customers’ phone numbers and addresses should be stored.

2. Each table should contain information only on one topic. Data for each topic are easier to process if they are contained in tables, independent from each other. For example, addresses and orders of customers are better to be stored in different tables so that if an order was deleted, the information about a client would stay in a database.

3. Each table should contain the required fields. Each field in a table should contain the separate data about table topics. For example, a table with data about a customer can contain fields with the company name, address, city, country, phone numbers. During the development of fields for each table it is advisable to remember that each field is to be connected with a table topic. It isn’t recommended to include data, which represent some expression, in a table. All the required information is to be presented in a table. Information is to be divided into smaller logical units (for example, field “Name” and “Family Name” and not the general field “Family name Name”)

Stage 3. The creation of screen forms.

At first it is necessary to indicate a table on the basis of which a form will be created. It can be created by means of the form wizard, mentioning what view it should have, or by yourself. During the form creation not all the fields, which a table contain, should be indicated, but several of them. A form name can coincide with a table name, on the basis of which it is created. On the basis of one table several forms, which can differ in their view or in the quantity of fields, used from the specified table, can be created. After the creation the form should be saved. The created form can be edited, changing its place, size and field format.

Stage 4. Completion of a DB.

The DB completion process can be as follows: as a table and as a form. Numerical and text fields can be completed as a table and fields of MEMO and OLE types  - as a form.

Stage VI. Work with a created database.

Work with DB a includes in itself the following actions:

- search for the necessary data

- data sorting

- printing

- data change and addition

Questions:

1. Why are databases with DBMS needed for? 
2. What is the difference between a centralized and distributed database? 
3. Why is it inconvenient to use unstructured data? 
4. What type of databases do you know? 
5. What is the difference between hierarchical and network databases? 
6. What are specialized DBS needed for? 
7. How many generations of DMBS do you know?

TOPIC 19
MULTIMEDIA TECHNOLOGIES IN MEDICINE

Multimedia technologies – are the possibility to present information to a user in the interaction of different forms (text, graphics, animation, sound, video) in the interactive mode.

Literally multimedia means “more than one information carrier”. Multimedia-products can be divided into several groups. The biggest group of multimedia products is computer games. The second group is multimedia business-applications. The third group is educational programs. The fourth group is special programs, meant for independent production of different multimedia products (amateur as well as professional).

From the beginning of the 90-ies multimedia have developed and improved, becoming the basis for new products and services in the beginning of the XXI century: e-books and newspapers, new technologies, teleconferences, means of graphic design, voice and video mail.

The undoubted technology advantage and peculiarity are the following possibilities:

- the possibility to store big volume of different information at one carrier (up to 20 volumes of author’s text, about 2000 and more images, 30-45 minutes of video record and up to 7 hours of sound);

- the possibility to zoom an image on a screen and process its most interesting fragments, sometimes in twentyfold zoom (“zoom tool” mode) at the preservation of an image quality; 

- the possibility to compare an image and to process it by means of different program means with scientific-research or cognitive aims;

- the possibility to mark in a text or visual material which follow an image “hot words (areas)” by which the immediate receipt of reference or any other explanatory information is realized;

- the possibility to realize any continuous musical or other audio accompaniment;

- the possibility to use video fragments from films, video records, etc, functions of freeze frame, frame “paging” of video record;

- the possibility to include in the disc content databases, methods of image processing, animation (for example, the accompaniment of a story about the picture composition by graphic animation demonstration of geometrical construction of its composition), etc;

- the possibility to work with different applications (text, graphic and sound editors, cartographical information);

- the possibility to create own “galleries” (samples) from the information presented in a product (mode “pocket” or “my notes”)

- the possibility to “remember the traversed path” or creation of bookmarks at an electronic page which is of interest;

- the possibility of an automatic review of the whole product content (slide-show) or creation of animated or dubbed “guide” of a product; inclusion in the product content the game components with information components;

- the possibility of “free” navigation according to information and entrance to the main menu (zoomed content)/

Possibilities of multimedia technologies are limitless. Media business applications are applied for teaching and carrying out of presentations. Due to feedback presence and live communication medium a teaching system on the basis of multimedia possesses incredible efficiency and significantly increases the teaching motivation. Programs, which teach foreign languages to users and offer to users to take several lessons in the interactive form, starting with the learning of phonetics and alphabet to the vocabulary augmentation and writing of dictations, appeared a long time ago. Due to the built-in system of speech recognition, the control over the pronunciation of a learner is realized. The main peculiarity of such teaching programs is their unobtrusiveness as a user defines himself a place, time and duration of a lesson. This will require the presence of devices such as:

· printer — a device for printing a text or other graphic information on paper;

· 3D ‑ device for the  creation of a physical object by a method of layering  accoding  a digital 3D-model.

· scanner is a device to input images from paper or slides;

· plotter is a device to print images and other graphic information. Its speed is significantly lower than the speed of a printer, but the printing quality is great;

· devices for connection with local or global computer networks;

· column speakers — for the sound reproduction;

· TV-tuner — for the reception of TV and radio broadcasts;

· joystick — manipulator in the form of a handle, fixed on hinges, with buttons which is used to control objects in computer games;

· external drives of different type - for the data storage;

· technical means to create virtual reality – different helmets and glasses, gloves and even costumes with tactile sensors for actions in three-dimensional space, a steering wheel, pedals, etc. 
        At a single computer multimedia often mean the reproduction of a film recorded before from for example optical disc (CD, DVD, BR).
Another variant of the multimedia usage lies in the downloading of a video clip from Internet. 
Coming back to multimedia, two key moments are to be marked:

1. Multimedia use extremely high data transmission rates.

2. The reproduction in the real-time mode is required for multimedia

High rates of data transmission are conditioned by the nature of visual and acoustic information. Human eye and ear are capable to process big data volumes per second, hence it is necessary to supply information at the rate which will ensure the acceptable perception quality level.

For example, the data transmission rate of MP3 music ( 0,096 Mbit/sc, of digital video camera – 25 Mbits/sc, non-compressed television (640x480) – 22 Mbits/sc. 

The sensitivity of a human’s ear exceeds the eye sensitivity, that’s why the deviation in the time of perception even in several milliseconds will be noticeable. The non-uniformity in the perception time is called a jitter. In order to provide the high reproduction quality a jitter should be held in strict frames.

Real-time frames in relation to the transmission medium, required for the acceptable multimedia reproduction are often called parameters of the service quality. The mean available carrying capacity, maximum carrying capacity, minimal and maximum delay (that limits a jitter altogether) and the probability of bit loss belong to it. For example, a network operator can offer the service, which guarantees the mean carrying capacity, equal to 4 Мbit/sc, 99 % of delays at the transmission in the range from 105 to 110 msc and the bit loss frequency equal to 10-10, which will be excellent parameters for a film transmission in the MPEG-2 format.

Multimedia files
In most systems a usual text file consists of linear sequence of bytes without any structure about which an operating system would know. In multimedia a situation is more complicated. First, video and audio data are completely different. They have different inner structure (video is transmitted with the frequency of 25-30 frames per second when audio is usually transmitted to and stored as 44100 counts per second). They are input by different devices (CCD (Charge-Coupled Device. It is an integrated circuit etched  onto a silicon surface forming light sensitive elements called pixels) or by microphone) and they are reproduced also by different devices (monitor and loudspeakers). 

Besides most of Hollywood movies are meant for the audience all over the world, most of which don’t speak English. The latter problem is solved by one of two means. For some countries an additional sound track with voices (but not with sound effects) dubbed in a local language is produced. (In Japan all TV sets are equipped with two sound channels so that to let a spectator listen to foreign movies in the original language or in Japanese. For the language selection remote controls are equipped with a special button). In other countries the original sound with subtitles in a local language is used.

In a result a digital film can consist of big quantity of files: video file, several audio files and several text files with subtitles in different languages. One DVD is capable to store up to 32 sound tracks in different languages and also files with subtitles.

This way a file system should control several “subfiles”.

Sound coding

Audio wave (sound-wave) represents one dimensional acoustic wave.

Audio waves can be transformed into a digital form by means of an analogue-digital transformer (ADT). ADT receives electric voltage and forms a binary number in the output.

If a sound wave isn’t completely sinusoidal, but it represents the total of several sinusoidal waves, whose highest frequency of components is equal to ƒ, then for the subsequent signal restoration it is enough to measure a signal value with the 2ƒ discretion frequency. This statement was mathematically proved by Nyquist in 1924.

Digitized reports can never be accurate. A fault, which appears in the result of in accurate correspondence of a quantum signal to an initial signal, is called the quantization noise.  


Two well-known examples of the digitized sound are the telephone (new digital ATE (automatic telephone exchange)) and audio compact discs. In pulse-code modulation, applied for phone systems, 7-bit reports are used in North America and Japan and 8-bit reports which are transferred 8000 times per second are used in Europe. This way, the obtained data transmission rate consists of 56 000 bits/sс or 64 000 bits/sс. At the digitization frequency of 8 kHz frequency signal components more than 4 kHz are lost.

Audio compact discs contain a digital signal, digitized with the 44 100 Hz digitization frequency, in the result of which they can store sounds with the frequency to 22 kHz. 16 bits are meant for each report, which are used as usual 2-byte whole number, proportional to the signal amplitude.

The digital sound can be easily processed at a computer. There are dozens of programs for personal computers which permit to users to record, reproduce, edit, mix and store sound. All the professional sound record and sound editing is realized in the digital form.

Image coding
Human’s eye retina possesses inertial qualities, i.e. a bright image which quickly appeared in a retina, stays there for several milliseconds before it fades. If the sequence of the same or similar images appear and disappear with rather high frequency, then a human’s eye won’t notice when it looks at discontinuous images. The frequency at which an eye stops noticing the brightness frequency of a light source (image) consists of about 50 Hz. All video (i.e. TV) systems use this principle to create moving images.  

In order to understand, how video systems work, it is better to start with black and white television. In order to transfer a two-dimensional image as one-dimensional dependency of voltage on the time, a camera quickly scans an image by means of an electronic beam, dividing it into horizontal traces and recording the light intensity while it is moving. Having finished the frame scanning, a beam returns to an initial point.

Lately matrix liquid-crystal monitors and digital cameras with charge-coupled devices - matrixes have been more and more widely distributed. In these devices there is no cathode-ray tube and scanning beam.

In different countries different standards are used, which describe scanning parameters (number of scanning traces, etc) In the NTSC system, accepted in the North and South America and also in Japan, a screen is divided into 525 horizontal scanning traces, the ratio between horizontal and vertical screen size consists of 4:3, frames are transferred with the frequency of 30 frames per second. The PAL/SECAM system, accepted in Europe divides a screen into 625 traces, the screen size is the same 4:3, the frame frequency consists of 25 frames per second. In both systems the highest and the lowest frame traces aren’t shown (it is connected with the round shape of a cathode-ray tube). On a TV set screen only 484 scanning traces out of 525 traces are shown for the NTSC system and only 576 scanning traces out of 625 traces are shown for the PAL/SECAM system.

Though the frequency of 25 frames per second is enough to transmit the gradual movement, at this frequency of the frame scanning many spectators (specially elderly people) will notice the screen flickering. The frame frequency augmentation will require the volume augmentation of information which is stored and transmitted. Instead of it another decision was chosen. Scanning traces are shown on a screen next nearest not in a row: at first all odd and then all even of them. Each half-frame of this kind is called a field. Experiments showed that though people notice flickering at 25 frames per second, it isn’t visible at 50 frames per second. Such technique is called the interlaced scanning. 

In addition, there is also a progressive scanning, in which the frame is not divided into half-frames. It is used in the popular image transmission standard HDTV (High Definition).

In color video the same scanning principle as in B&W video is used with the difference that instead of one color, the image is presented by summary of three colors: red, green and blue (RGB). The combination of these three colors is enough to transfer any color due to peculiarities of a human’s eye structure. During the transmission via a communications channel all these three color signals are united into one mixed signal. 

Until then we considered the analogue video. Let’s discuss the digital video now. The simplest form of the digital video presentation lies in the subsequence of frames, which consists of rectangular net of image elements, called pixels. In color TV it is enough to use 8 bits for each of three RGB colors, which gives 24 bits per pixel in total.

For the smooth movement transmission in the analogue video as well as in the digital one it is required to display at least 50 frames per second. 

Video information compression

For all compression systems two algorithms are required: one of them – for the compression of data at an information source and the other one – for its decompression at a receiver. In literature these algorithms are called coding and decoding algorithms, respectively.

JPEG standard.The JPEG standard is meant to compress immobile images with the continuously changing color (for example, photos).

Standard.The key question of multimedia: MPEG (Motion Pictures Experts Group) standards. These standards, which became international in 1993, describe basic algorithms, used to compress video films. The MPEG-1 (International Standard 11172) standard became the first complete standard. Its aim was to create the output quality data stream of a home videotape recorder (352x240 for NTSC) at the rate of 1,2 Mbits/sc. Then the MPEG-2 (International standard 13818) standard, developed to compress video films of the broadcast quality to the stream rate from 4 to 6 Mbits/sc which permitted to transfer this film in the digital form on the standard television channel NTSC or PAL. In currently widely used MPEG-4 standard. MPEG-7 and MPEG-3 are considered to be as future formats.

In video films there is the redundancy of two types: spatial and temporary. In order to use the spatial redundancy it is enough just to code each frame separately by the JPEG algorithm. The additional compression can be achieved using the advantage of the fact that subsequent frames often are identical (temporary redundancy). 

The MPEG-2 output consists of frames of the following types:

I (Intracoded ( autonomous) ( independent immobile images, coded by the JPEG algorithm.

Р (Predictive) ( containing different information regarding the previous frame.

В (Bidirectional) ( containing changes regarding pervious and next frames.

I-frames represent usual immobile images coded by the JPEG algorithm. I-frames should periodically appear in the output stream because of three reasons. First, the possibility to view a film not from the every beginning should be present. Second, the further film decoding will become impossible in case of a fault during the transmission of some frame. Third, the presence of such frames will significantly simplify the indication during the fast rewind and forward wind. Due to these reasons I-frames are included to the output stream about once – two times per second.

P-frames, vice versa, represent the difference between neighbor frames. They are based on the macroblocks.

B-frames are similar to P-frames with the difference that they permit to attach a macroblock either to the previous one or to the next frame. Such additional freedom permits to achieve the better movement compensation.

Microsoft PowerPoint — is a tool to get ready and carry out presentations, which permit to structure and illustrate well, to present ideas and achievements in the professional way. Becoming a part of an integrated Microsoft Office packet, this module has become very widely distributed today.

The special AutoContent Wizard helps to prepare professionally designed documents in a quantitative and quick way. It asks several questions concerning the planned presentation length, what it will concern (genre, presentation nature, etc), what the design should be and other questions. In the result during the correction an author creates a “skeleton” of a presentation, which should be filled with content, i.e. with a concrete text.

AutoContent Wizard includes up to 30 templates, which help to create different presentations (including presentations on-line), for example the presentation of your own University for the “open” day of the marketing research, plan, report, etc.

Slide finder is applied for the effective work with slides, it permits to use slides from several presentation to create a new one. Such tool makes possible the effective group work at one common presentation. Slide finder has a built-in preview function, which assists to the selection of slides for future presentation and their quick unification for a new demonstration, without addressing to commands “copy-insert”. 

In this packet a template library, which includes primarily installed animation effects for separate parts of slides, is also presented.

In Microsoft PowerPoint new animation effects are realized, which enrich presentations with sudden and impressive variants of reproduction of separate elements of each slide. One of the popular and widely spread multimedia programs is a new version of the ToolBook program which includes all the necessary multimedia technology parameters in the integrated form: text, graphic images, sound, animation, video, etc.

By means of special arrows (navigation routes) a person who learns can master a material individually, to change pages, come back to the text structure, miss whole paragraphs and pass to other text parts or sections.

The program foresees the possibility to create the color background creation for each separate page, graph building, image importation, sound record, etc. There is a template library: animation, images which can be easily put in the author’s program plan.

The presence of an author’s plan in teaching multimedia program, built on the ToolBook basis permits to limit some relative freedom of a user and to warn him against the possibility to lose the connecting-link of a text which is present in this teaching program.  

Questions for self-control:
1. Which tasks do multimedia technologies help to solve?

2. Categories of multimedia production.

3. Possibilities of multimedia technologies in information allocation.

4. Minimal configuration of a computer for the usage of multimedia production.

5. Formats of information provision.

6. Image coding.

7. Standards of the information compression.

8. Multimedia program MS Power Point.
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