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TOPIC 1
BASES OF MEDICAL INFORMATION SCIENCE
Topic’s plan:

1. Aims and tasks of medical information science.

2. Information science structure.
3. Information like the key notion of information science:
Message

Data

Signal

Communication channel

Coding

Shannon’s equation

4. Structure scheme of Electronic Computer. Function principles of personal computers (PC).

5. PC software. Software classification.

Medical informatics (MI) studies the processes of retrieval, transmission, analysis, storage and presentation of medical data using modern informational technologies.

MI is the outcome of an interaction between medicine and informatics: medicine supplies the task and methods, whereas informatics supplies various tools and approaches. At the present MI is a recognized separate branch with its own object of study within the large family of medicine-oriented subjects. On the other hand, however, the methods of MI are based on the principles of general informatics. In what follows these are briefly discussed.

Data are the first concept to be introduced. Data are numbers, words or other symbols obtained by observation. They are stored in documents, transmitted via communication channels, analyzed using various numerical methods.

Information is previously unavailable new knowledge obtained through the analysis of data, describing the interdependencies and the observed phenomena in it. Information is rarely used at the time, or in the place it is obtained. It normally has to be stored and/or transmitted using either artificially created, or naturally arising channels of communication. The processes of creation and transformation of data (collection, transmission, analysis, storage, and use) are called informational processes. These are studied in a separate field of science called informatics. 

Therefore, medical informatics studies the process of obtaining, transmitting, analyzing, storing and presenting information using modern informational technologies in medicine. 

Informational technologies consist mainly of computer-oriented ways to analyze, store and transmit information. Thus within the field of modern medical informatics, informational and computer technologies practically coincide. Consequently, in the present lectures attention will concentrate on computer technologies. 

Information like the key notion of information science

Notion of information is the key notion of information science. Any human activity is the process of information accumulation and processing, making decisions on its basis and their execution. With the appearance of modern means of computer techniques, information has become one of the most important resources of scientific and technical progress.

Information is contained in human speech, texts from books, magazines and journals, newspapers, radio and TV messages, device reading, etc. People perceive information with the help of sense organs. They keep and process it by brain and central nervous system. Usually information concerns some objects or people themselves and it is connected with events taking place in the surrounding world.

So the notion of information can be treated as the aggregate of knowledge (new, unknown before), received while data processing, about these data, dependencies between them, describing the observed event reflected in these data.

With the notion of information is connected such notions as signal, message and data.

Message is information presented in a certain form and meant for transmission.

Data – this is the information in the formalized view and meant for its processing by technical means, for example, electronic computer. 

Signal is any process containing information.

Communication channel is the environment where signals are transmitted. During an oral conversation speech is a signal, and air is a communication channel, during radio transmission of music, sound is a signal, and electromagnetic field and air are communication channels, in nervous system nervous impulses are signals and nerve fibers are channels.   
The physical signal carrier can be all possible kinds of substance which can alter during signal transmission. For example, during the radio transmission a thought, expressed by words transmitted thanks to bioelectrical impulses to vocal muscles, evoking their contractions, creates the sound image which in the results of membrane vibration in a microphone is transformed to the electric impulse – signal transmitted at the distance. Signals are to satisfy the isomorphism requirements. Under isomorphism notion is understood such a compliance of physically different phenomena where the transmitted message content is kept and not distorted.

 The isomorphism infringement leads to the information distortion. The signals distortion in the result of  isomorphism infringement as well as in the result of exterior hindrance is called noise
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Depending on the transmitted signals meaning they are divided into informative ones, carrying some information and executive ones which contain some order to act. Signals are divided into discontinuous and continuous. The example of discontinuous signal is the usage of Morse alphabet or transmission of digits by current impulses, the example of continuous signal is the voltage change in a chain, corresponding to temperature and blood pressure change.

Any message consists of simple signals combination of certain physical nature. The full set of such signals is called alphabet, one signal is called an alphabet letter.

In order to transmit a message, it should be described with the help of some alphabet, in other words, to be coded. The description of some message with the help of certain alphabet, i.e. the well-defined match-making between parameters, characterizing a signal, and information is called coding. The coding of a message into another alphabet is called conversion; the decryption of a message is called decoding.
In order to transmit messages in the economic and scientific life, coding is executed by people. However natural coding means have been created by nature. These means are of big interest to science, for example coding means of hereditary information about grown-up organism in a germ cell. The coding application allows to use a small alphabet for big information transmission. It turned out that any information can be coded with the help of two numbers (0,1). The code of this kind is called a binary code.

The transmission of any signal is connected with the energy consumption, however the quantity of transferred information and moreover its content doesn’t depend on signal energy. Moreover, very often this small energy signal transmits a message in the result of which the process connected with the big energy consumption can be evoked.  For example, atomic explosion can be evoked by pushing the start button of the corresponding device; calm information about someone’s bad action can evoke a wave of indignation.

In information science it isn’t important what energy will be spent for information transmission, but it is essential how much information will be transmitted or can be transmitted by one or another communication channel. For the quantitative information calculation one should be distracted from the message content in the same way as in order to solve arithmetical example one distracts his attention from the concrete objects. For example by adding 2 to 3 we get 5, and it is not important what kinds of objects are added.

In what way is the information quantity (I) calculated? From the notion of information it goes that it (information) has meaning only when the level of lack of knowledge is decreased, i.e. the data mining is connected with our information augmentation about an object. A message carries information if from the aggregate of really possible events something concrete is mentioned. For example reading the case history, a doctor receives information about diseases of the patient: from all the diversity of different diseases only those that a patient has suffered through are emphasized. A message about something known before doesn’t carry information as for a literate person the statement that after 15th day of any month goes the 16th day doesn’t contain any information.

The more different possibilities the event has, the more information about it the message carries. So during the repeated throwing the dice (6 facets) more information is received than while throwing a coin (2 sides) as the first case has bigger quantity of possible outcomes than the 2nd one. They say that the information quantity changes in the ratio, inverse to probability.

As the measure of any events uncertainty is the probability, it should be assumed that information quantitative evaluation is connected in general with the main conceptions of probability theory. Really, the modern method of information calculation is based on the probabilistic approach during communication systems consideration and message coding. 

Let’s consider the calculation method of information quantity, contained in one message, offered by Shannon and used in modern information theory. (Shannon is the American mathematician, specializing in telephone connections of Bell Company).

The measure of information quantity can be found as the uncertainty degree change in the expectation for some event. Let’s assume that there are k of equally probable events outcomes. So it is evident that the uncertainty degree of one event depends on k: in case if k=1 the prediction of an event is reliable, i.e. the uncertainty degree is equal to 0; if k quantity is bigger, it is difficult to foresee an event, and the uncertainty degree is big.

So, unknown f(k) function (measure of information quantity or uncertainty degree change) should be equal to 0 if k=1 and with k quantity increase, it should increase as well.

1) f(1) = 0;

2) f(k) – monotone increasing

Besides f function should fit one more condition. Let’s assume that two independent experiments are carried out, one of them has n of equally probable outcomes, and the other one — m of equally probable outcomes. It is natural to assume that f(nm) uncertainty of the simultaneous appearance of the first and second experiences combination is more than f(n) and f(m) separately and it is equal to the sum of outcome uncertainty of each of the experiments (information addition)

3) f (nm) = f(n) + f(m)                                                       (1)

The logarithmic function fits all the mentioned conditions: 

f(k) = logak:  loganm = logan + logan                                    (2)

Besides the obtained function fits the conditions loga1 = 0   and it increases with k increase.

As the transition from one logarithm system to another depending on the base comes to the multiplication of logak function by a constant multiplier, then the logarithm base doesn’t play the decisive role and it will only influence information quantity units.

So let’s consider logak function as the uncertainty degree (information quantity) at k probable outcomes. Taking into account the fact that the observed event has k of equally probable outcomes, then probabilities of each outcome are equal and they are calculated by means of the classical probability definition: p1 = p2 = …= pk = 1/k = р. 

As the uncertainty (information quantity) of an observed event consists of uncertainties sum (information quantity) of all the possible outcomes of this event, then the uncertainty of each separate outcome is equal to the product of its probabilities (i.e. 1/k) to the information quantity:
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In the experiment which has outcomes of different probability p1, p2, … pk, uncertainty measure of each separate outcome is written down by means of  the expression (3):

- p1logap1; - p2logap2 … - pklogapk , and uncertainty measure Н of all the experiment is written down as the sum of all these uncertainties.

By analogy with the thermodynamical entropy formula H is called entropy or information entropy. This magnitude can be considered as the information measure:

Н = -
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Investigating H for extremum, we find out that an event with equally probable outcomes possesses the biggest uncertainty. In this case the investigation gives the most complete information:

Нmax= − 
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i.e. entropy with equally probable possibilities is equal to conditions number logarithms.

In particular case two equally probable events information quantity, obtained in a message, is equal to:

Нmax= - 
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In order to choose the information quantity unit, let’s assume a=2. Then out of (5) we have:

Н = log22 = 1 

This information quantity is considered to be a bit (bit – information contained in a message of one or two equally probable events).

Example: To calculate information, obtained while getting “1” while throwing the dice:

Н = log26 ≈ 2,6 bit 

So summarizing, it can be said:

1) Information quantity measure – it is the system uncertainty degree change in the expectation for some event.

2) The uncertainty degree is defined by the possible system condition numbers and probabilities of these conditions.
3) As the measure of a priori system uncertainty and, hence, information quantity measure, the characteristic, called entropy, is used.
The automatisation of data-oriented work has its own peculiarities and differs from other types of automatisation. The set of devices used for automatic (or automated) data analysis is called “calculating technology”, and the PC is its crucial component. 

Representation of Information in a PC

Information has to be encoded to allow its use in electronics. Two separate possibilities need to be distinguished: analog, and digital. The former implies the existence of a continuous electric signal, with one of its parameters (e.g. voltage) corresponding to the intensity of the variable to be encoded (e.g. the temperature of the body, or a tissue, or an organ). However, in a computer information is presented using the latter possibility – digital encoding with two numbers: 0 and 1. To be more precise, these numbers are encoded by an electric signal: the value is 1 when the signal is present, 0 otherwise. This is the so-called “binary code presentation of information”. 

The minimum feasible unit of information is a “bit” (0 or 1). “Byte” is the basic unit used in measuring the volume of information in a computer, it is defined as a sequence of eight “bits”.

Classification of computers
Use-oriented classification distinguishes between three types:

· Large computers;

· Micro-computers,

· Personal computers.

Large computers are the most powerful. They are used in large organizations and entire branches of business. Micro-computers are small in both size and productivity. They are also less expensive. Such computers are used by enterprises, research institutes, and institutions of higher education. 

Personal computers have become widely established in the last 20 years. A PC is designed for use by a single person at a time, and is often connected to a large computer by a channel of communication (e.g. a telephone line).

Hardware components of a computer
The basic configuration of a PC consists of a system bloc, a display, a keyboard and a mouse. The system bloc is the key component of a PC. It contains a processor, operating memory, a long-term (external) memory device, boards, and ports, which allow other devices, such as printer and modem, to be connected to a PC. These are all called internal devices.

Additional components, designed for the input, output, and storage of data, are called “external components”. The IBM Corporation has created the PC not as a single, homogenous entity, but ahs explicitly designed it as consisting of various (essential, and non-essential) building blocs. This is the so-called “open architecture principle”: the main electronic component of an IBM PC (system- or mother-board) only include blocs required for the processing of information (calculations). Blocs, which control all other devices (display, discs, printers, etc) are included in separate boards (called “controllers”). These can be connected to the mother-board through standard sockets – slots. All electronic blocs are powered from a single source, and for convenience and safety they are all contained within a single plastic and/or metal box – the system bloc.

The following figure represents the block diagram of a PC. Let us now consider the individual blocks in some detail.
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Fig. 1.1. The block diagram of PC.

The System Block


The main unit of the system block is the microprocessor, which executes all arithmetic and logical operations. Microprocessors differ among themselves by their clock rate, i.e. the amount of elementary arithmetic operations per second (measured in MHz). 

Memory


Another important element of a PC is the memory. It is split up between several units:

· Read Only Memory (ROM), sometimes also called Basic Input-Output System, BIOS. It contains data or programs which are put in by the manufacturer, and cannot be changed. 
· Random Access Memory (RAM) contains data needed for, and during the operation of the PC. It is emptied each time the computer is switched off, and its information exchange with various units occurs by means of different adapters. This type of memory is directly connected to the processor. It supplies raw data and receives processed information. It stores data and programs, which are currently used by the PC. The associated drawback is that in order to be sufficiently fast, operational memory has to be relatively small, and be fully erased every time the computer is switched off. Therefore, it is usually located on a number of micro-chips.

· Long-term (external) memory is one of the devices whose purpose is the long-term storage of data. It is not very fast, but can store vast amounts of information, and it is not being cleaned when the computer is switched off. There exist magnetic discs, hard discs (HDD), drives for compact discs (CD-ROM), DVD, BD, flash card and etc. 

· Cache Memory stores parts of RAM which are most frequently used. Cache memory is used during the data exchange between a microprocessor and random access memory.

· Complementary Metal-Oxide Semiconductor (CMOS) is the memory of not very high speed. It is used to store information about the computer configuration and also about its operating modes. The CMOS content is changed by the special Setup program, stored in BIOS.The description of work with BIOS Setup of any computer is supplied along with it. By means of this program the computer speed can be significantly increased.In the Setup program the possibility to set the computer parameters on default (Default Setting) is always foreseen. It is specially convenient in case of battery or accumulator recharge ordamage. 
· Video memory (VRAM) — is the variety of the random access memory where encoded images are stored. This memory is organized so that its content is available for two devices – processor and display at the same time. That’s why the image on the screen is changed simultaneously with the video data renewal in the memory. 

Any computer includes the following five types of devices: a processor, operating memory, long-term memory, input and output devices. 

The processor is the main device, where all calculations, and the majority of mathematical and logical operations are carried out. It is the “brain” of the computer, which processes the data stored in it’s the computer’s memory. 

The main parameters of a processor are “processing capacity”, working frequency, and the size of its flash-memory. “Processing capacity” of a processor indicates the amount of data (in “bits”) it can accept and process at a time..

The working frequency indicates the speed with which operations are carried out by the processor. Modern processors allow for up to 1 billion operations per second to be carried out. Flash-memory is a fast-response memory located within the processor, which allows to reduce the amount of time the processor has to address the operating memory of the PC, which is significantly slower. Its volume is several kilo-bytes. 

Input devices are the complementary PC components designed for the input of information in the PC. The most frequent of these are: keyboard, mouse, scanner. Scanners are designed for the input of data in graphic, and/or text formats originally only available on paper. In addition, a computer can receive information from various sensors in form of electric signals. In this case a special piece of equipment – called the analog-digital transmitter – has to be used. 

Output devices are also complimentary. Their purpose is to present the results of data processing to the user. The most widely met output devices are the display and the printer. However, several other, purpose-specific devices exist, e.g. plotters to draw graphs and blueprints. It is also possible to connect the computer by means of a digital-analog transmitter to an external executing (mechanical) device.

A different output-device is the modem. Its purpose is the exchange of information between remote computers via some channels of communication (e.g. a telephone line). 
The exchange of information between RAM and various devices implemented using controllers sharing and data highways. For each device, the computer has an electronic circuit that controls them. This scheme is called the controller (or adapter). All controllers interact with the processor and memory system via the transmission line (а bus).
Buses are the junctions of data routes, connecting a central computer processor with the operating memory modules and other devices which it interacts with. The system (front-side) bus connects a central processor with the basic computer memory and buses of peripheral devices. The Cache-memory bus (backside) represents rather high-speed connection, which is used by a central processor to exchange information with external Cache-memory, including the Cache-memory of the second level. 
As processors and memory have started working more quickly, the possibility of one bus to control all the data transmission has reached its limit. In a system additional buses were introduced to hasten the communication with the input-output devices and for the data transmission between a processor and memory.
Software and its classification
Software is a set of programs, which ensure the workability of a PC, and are used by programmers and users to solve various problems. Its importance is clearly illustrated by the fact that over 70% of total production cost of computers is attributed to software. This proportion is growing, whereas expenditure on hardware is (relatively) declining.

Software found on PCs can be separated in three distinct groups:

1. System software;

2. Instrumental software;

3. Applied software.

1)  System software: as was already mentioned, the operational system is a set of programs, which allow the user to work with the computer as a whole, rather than just as a combination of its various above-mentioned components. Depending on the type of the interface, one can distinguish between graphical and non-graphical OS. In case of the latter the user has to enter the required commands via the keyboard. For IBM PC-compatible computers the MS-DOS family is an example of this OS type. Graphical OS, on the other hand, heavily rely on the mouse (or equivalent positioning devices). Microsoft Windows is the best-known OS of this type.

Automatic start

One of the functions of the OS is to ensure its own automated start. When a computer is switched on, the Basic Input-Output Systems (BIOS) are the first to start working. They check the computer’s workability, and display the corresponding messages on the screen. If the testing is successful, BIOS starts searching for the OS on all of the computer’s discs, starting with the floppy discs. Once the OS is found, BIOS programs start loading it. 

Servicing of the files system

The creation and servicing of the files system is another important task of the OS. A “file” is the unit of data storage, which can be of any desired size, and possesses a unique name. Usually all the data stored in a file is of the same type – a program, graph, picture, text, sound, etc. The type of included data determines the type of the file. 

The files system is presented in a hierarchical structure, called “the files structure”. The name of the disc (or other unit of storage) where the file is kept is the peak of the hierarchical structure. Then files are grouped together in catalogues (called “folders” in Windows terminology). At every point during its operational time the OS treats one of the units of storage (discs) as the current one. In order to use a file the computer needs to know the exact path leading to this particular file, i.e. a sequence of catalogue names separated by the backward slash “\”. The full name of any file includes the name of the disc it is found on, the path to the file, and its own name. For example:

C:\DATA\rk.com

indicates that the file rk.com is found in the catalogue “DATA” on disc C. In order to facilitate the tedious process of writing out the entire path, special programs have been written, like the Norton Commander (for MS DOS), and the Windows Explorer. 

Work with applications

Arguably, this is the most important task of the OS. It governs the installation, performance and removal of applications. Depending on how the performance of applications is governed, single- and multi-task OSs can be distinguished. In single-task OSs (like MS DOS) all the PC’s resources are dedicated to a single performing application, and do parallel applications can run. Multi-task Oss can spread the PS’s resources between a number of tasks (most modern PCs are multi-task, like, e.g., Windows). 

Cooperation with additional hardware: this is done by means o special controlling programs, called drivers. 

2) Instrumental software: includes programming languages (algorithmic languages and the associated translators), systems of database management (SBDM), text editors, electronic tables, etc. 

Text editors: almost anyone at some occasion will face the necessity to prepare some kind of electronic documents (reports, papers, letters, advertisements, etc). With the arrival of computers the process of document editing has been greatly facilitated. 

When one uses a computer to prepare documents, the text is displayed on the screen, and the user can enter the desired changes. Pieces of the text can be moved around with a single file, or between files. Different fonts can be used to highlight the desired places in the text, and the desired number of copies can be printed out on a printer. 

Text processors are programs designed to prepare text documents, letters, papers, books, and so on. The most popular text processor is Microsoft Word, but one should also mention AmiPro and WordPro developed by Lotus Development (belongs to IBM since 1995), and Word Perfect.

The possibilities of text editors vary widely, from programs designed for the preparation of simple documents, all the way up to programs designed for the creation of complex documents, which in addition to text elements also include objects of different nature (pictures, formulas, tables, multimedia). Therefore, one can suggest the following separation based on the available possibilities:

· Document editors;

· Text editors.

Document editors are used to create, view, and edit simple text document. An example is a standard Windows application – Notepad.

When one has more complicated tasks in mind, then text editors are best. As opposed to the program family just discussed, they possess additional possibilities for text formatting (various fonts, alignment feature, etc).

Table processors

One often faces the task of building diagrams, graphs, prepare various tables, create simple databases, conduct basic statistical analysis of data, or send and receive information. Together with specialized medical programs, one can also use mainstream programming tools, which in either case can greatly facilitate the tasks at hand. 

Table processors: packets of programs designed for the task of creating, editing, and working with electronic tables. 

Electronic tables: interactive system of data analysis. Data are gathered in rectangular tables, whose cells may contain numbers, words, or formulas, which determine the relationship between this, and some other cells. It is the main tool for conducting calculations using any set of data. Among the most widely used electronic tables one counts SuperCalc, QuattroPro, Lotus1-2-3, and Excel. The latter will be used in our tutorials for practical exercises. 

Systems of database management (SDBM)

Database (DB): a set of data grouped together according to a number of rules, which assume common principles of describing, storing and manipulating data irrespective of the application used. 

Depending on ways in which data are organized in a DB, one distinguishes between hierarchical, network, and relational DBs. In accordance with the DB type, SDBMs may vary as well.

SDBM is a set of programs and language tools for the creation, maintenance, and use of DBs. Frequently one does not have to use SDBM to work with databases, but can use the informational systems created with the help of DBs. Such informational systems enable one’s work with information, at the same time controlling access to the structure of a DB.

Medicine is unimaginable without storing and using data about the human body and various illnesses, which were collected for centuries. Computer technologies may often help to get the right references, even though the literature on any given subject is massive, and often difficult to obtain. Medical encyclopedias are available on CD-ROMs, medical journals are available in electronic form either on discs, or through the internet. The latter also allows o have access to results obtained by various research groups throughout the world. In cases where information from a particular specialist is required, one can attempt to contact the needed person via e-mail, or post the question on a virtual on-line conference.

A useful local database is the patient registry. There one can store all relevant information on the person: past and present illnesses, X-ray pictures, ECGs, etc. The benefit of such a database is that the doctor can access it at any point in time without having to rely on any (outside) help. Equally, this facilitates the transfer of data between institutions when, say, a patient has to be moved. 

During our lab-sessions we will use “REBUS”, a Russified version of a SDBM called DBASE III-PLUS, which allows creating and managing various databases under the Windows OS. The package DBASE III-PLUS, a development of “Ashton Tate”, became a standard tool largely thanks to its simple but powerful system of data management, whose many options allow to easily manipulate the data.

Note that simple databases can be created and manipulated using Excel. The reason for this is that he simplest databases are nothing more than a table, whose lines contain ordered information of some (homogenous) type. For example, the following table containing a list of names with some basic characteristics is a database:

	Name
	Gender
	Age
	Weight
	Height

	Johnson
	M
	64
	81
	185

	Miller
	F
	27
	64
	160

	Smith
	M
	53
	75
	178


Applied Software

This group contains programs designed for a specific purpose: accountancy programs, legal databases, financial analysis tools, statistical software, and many more. In one of our lectures we will cover specialized medical software as an example of applied software.

Varieties of OS

Operating system as a resource manager
A conception which considers an operating system, first of all, as an interface convenient for a user – it is the top-down approach. The alternative bottom-up approach considers an operating system as a mechanism, present in the computer configuration to control all the parts of this complicated machine. Modern computers consist of processors, memory and big quantity of other devices. In correspondence with the second approach, the work of an operating system consists in providing the organized and controlled distribution of processors, memory and input-output devices between different programs, competing for the right to use them.

Imagine what would happen if three programs were operated at one computer and they tried to simultaneously print their output data at the same printer.

An operating system organizes order in such cases, buffering all the data meant for printing. In the process of the program work, an operating system saves all its output data in a temporary file. Then when the work of this program is finished, a system can continue forming its output data, regardless the fact that they aren’t sent to a printing device.

When several users use a computer (or network), the necessity to control memory, input-output devices, other resources and their protection significantly increases, as users can address to them in the unpredicted order. Besides, very often it is required to distribute between users not only the equipment, but information (files, databases, etc). From this point of view, the main task of an operating system lies in tracing who uses  this or that kind of a resource and which resource exactly is used, in the processing of requests for resources, in calculating the loading factor and the solving of problems of conflicting requests from different programs and users. 

In many systems a disc can contain files of several users at the same time. The distribution of the disc space and tracing, who uses these of those disc blocks and which disc blocks exactly are used, is a typical task for the resource control, which is also executed by an operating system.

Network operating systems

In the mid 80-ies networks of personal computers, controlled by network and distributed operating systems started to grow and develop. In the network operating systems users know about the existence of multiple computers, can register at remote computers and copy file from one computer to another one. Each computer works under the control of a local operating system and has its own local user (or users).

Network operating systems insignificantly differ from one-processor operating systems. It is evident that they need network interface control and special low-level software, supporting the controller work and also in programs, permitting to users the remote registration in a system and access to deleted files. But these additions don’t change the operating system structure, in fact.

Operating systems for personal computers
Operating systems for personal computers represent the next category. Their work consists in the presentation of the convenient interface for one user. Such systems are widely used to work with a text, electronic tables and access to Internet. The brightest examples are Windows 98, Windows 2000, operating system of Macintosh and Linux computers. 

Real-time operating systems
One more type of operating systems is real-time systems. The main parameter of such systems is time. For example, in production control systems computers which work in real time mode collect data about the industrial process and use them to control machines at a factory. Very often such processes should satisfy the strict time requirements. So if a car moves along a conveyor, then each action should be realized at the strictly defined moment of time. If a welding robot will weld a seam too early or too late, it will cause the irreparable harm to a machine. If some action should take place at the concrete period of time (or inside the specified time range), we deal with a rigid real-time system.  

There is also one more type: flexible real-time system where random omission of the operation execution terms is admitted. Digital audio and multimedia systems belong to this category.  VxWorks and QNX systems are well-known real-time operating systems.

Personal digital assistants and built-in operating systems
Pocket computers or PDA (Personal Digital Assistant) – are small computer of a pocket size which execute a small set of functions (phone notebook and notebook). 

Built-in systems which control the actions of devices, work from machines which aren’t considered to be computers, for example, in TV sets, microwave ovens and mobile phones. They often possess the same characteristics as real-time systems, but they have their own capacity, memory and power limits, which make them belong to the separate class. The examples of such operating systems are PalmOs and Windows CE (Consumer Electronics).

Operating systems for smart-cards
The smallest operating systems -payment, but another operating systems execute complicated functions at the same smart-cards.

Some smart-cards are Java-oriented. It means that the read-only memory of smart-cards contains the interpreter of the Java virtual machine (JVM). Java applets (small programs) are downloaded to a card and they are executed by the JVM interpreter. Some of these cards can simultaneously control several Java applets and it leads to the multitasking and the necessity of planning. Due to the simultaneous work of two and more programs the necessity to control resources and their protection appears. Respectively, all these tasks are executed by a rather primitive operating system stored at a smart-card.

Work with applications. One more and apparently, the most important function of OS is the control over the installation, execution and deletion of applications. By the means of application execution control there are one-valued and many-valued OS. In one-valued OS (MS-DOS) all the resources of a computer system are transferred to one executable application and the parallel execution of one more application is impossible. In many-valued OS the distribution of resources of a computer system between tasks takes place. Modern OS are many-valued (WINDOWS)

Windows NT (NT means New Technology), which is compatible with Windows 95 at the certain level, but its kernel is created completely anew, became another Microsoft operating system. It is completely 32-bit system.

The main rival of Windows in the world of personal computers is the UNIX system (and its different derivatives). UNIX is the powerful system for work stations and computers of older generation such as network servers. It is specially popular with computers with high-productive RISC-processors. At computers with Pentium processors the popular alternative for Windows for students and different other users is Linux.

Though many users of UNIX, specially experienced programmers prefer command interface to the graphic one, UNIX-systems support the window system, created in the Massachusetts Technological Institute. It is called X Windows. This system operates with the main window functions, permitting to a user to create, delete and replace windows and to change their size by means of a mouse.

In order to make access to files easier special programs were created – operating shells. The example of such shells is the software product Norton Commander (MS DOS operating system), application “Explorer” (WINDOWS operating system)

File System

The main function of an operating system is the creation and service of a file system. A file system is created to store data on the disc and to provide access to them.

The part of an operating system which works with files is called a file system. From a user’s point of view the most important aspect of a file system is its external representation, i.e. the file naming and protection, operations with files, etc. 

The file system is one more key notion, virtually supported by all operating systems. As it was noticed before, the main function of an operating system is the hiding of disc peculiarities and other input-output devices and providing a user with the comprehensible and convenient abstract models of files not dependent on devices. System calls are evidently necessary to create, delete, read and record files. Before to read a file, it should be placed at a disc and opened and then it should be closed after it was read. All these functions are executed by system calls.
Giving a place to store files, operating systems use the notion of directory as the means of file grouping. System calls are also necessary to create and delete directories. They ensure the replacement of an existing file to a directory and the deletion of a file from a directory. Files and other directories can make up the directory content. This model creates a structure – file system.

In the basis of a file system the notion of a file lies. File is a data storage unit of the arbitrary number of bytes which has its own unique name. Usually data belonging to the same type are stored in a file. These can be a program, graph, image, text, sound, etc. The data type determines the file type. 

For a user a file system is presented as the hierarchy structure, called a file structure. A carrier (drive) where files are stored serves as the top of a file structure. Then files are grouped to directories (in the terms of Windows - folders). 
For example, in MS-DOS file system, the file name might consist from 1 to 8 symbols. Below you will find the most frequently occurred file extensions and their values. 
The Windows system knows about file extensions and it gives to every extension the certain value. Users (or processes) can register extensions in an operating system, showing the program “possessing” this extension. Double-clicking a file name by means of a mouse starts a program meant for this extension with a file name as a parameter. For example, when you double-click the name - file.doc Microsoft Word which opens the file file.doc, is started.

The consideration of the file operating system just as the sequence of bytes provides the maximum flexibility. User programs can place any data to files and to name them by the most convenient name for them. An operating system isn’t involved into this process.
For files consisting of records, the main thing is that the reading operation returns one record and the record operation rerecords or completes one record.
Many operating systems support different types of files. For example, in the Windows system, the difference between regular (ordinary) files and directories is marked. All the files, containing user’s information belong to regular files. Directories are system files, which provide the support of the file system structure. Symbol special files are related to the input-output and they are used for modeling of the subsequent input-output devices, such as terminals, printers and networks. Block special files are used for the disc modeling.

File system structure

File systems are stored at discs. Most of discs are divided into several sections with an independent file system in each section. The sector of O disc is called the master boot record (MBR) and it is used for the computer boot. In the end of the main master boot record there is a table of sections. In this table there are initial and end addresses (block numbers) of each section. One of these sectors is marked in a table as an active one. During the computer boot BIOS reads and executes MBR, after that the boot in MBR defines the active disc sector and reads its first block, which is called boot and it executes it. A program, which is in the boot block, loads an operating system, containing in this sector. For uniformity each disc sector starts with the boot block even if there is no downloaded operating system. Besides in this section the operating system can be installed later, that’s why the reserved boot block turns out to be useful.
Questions for discussion:

1. What is information science?

2. What is the main function of information science?

3. List tasks of information science.

4. What is information?

5. What factors does the information quantity which contains in a message about some accidental event depend on?

6. What is a signal? What signal types do you know?

7. What is a message, data, communications channel?

8. What is coding? Which coding types do you know?

9. What is isomorphism?

10. What are the information quantity units?

11. What is information entropy?

12. What is medical information science? What is an object of its study?

13. What is computing system?

14. What is included to the PC structure scheme?

15. What are the medical information technologies?

16. Memory unit types.

17. Memory types and their main functions.

18. What is PC software? Its classification.

19. What is a file, file system and utility?

20. Hartley formula. Shannon formula.

21. Main characteristics of modern PCs.

22. Modern operating systems and operating shells.

TOPIC 2
MEDICAL INFORMATION SYSTEMS
Topic’s plan
1. Specialized medical information systems

2. Medical Information System (MIS)of the basis level (A)

А1. Medical information-reference systems

А2. Medical consultative-diagnostic systems

А3. Medical hardware and software complexes   

А4. Doctor’s automatized working place (AWP). 

3. MIS of  preventive treatment establishments levels 

B1. IS of consultative centers

B2. Information banks of medical establishments and services

B3. Personified registries (database and data banks)

Electronic medical card

B4. Screening systems

B5. Information system of TPE

Hospital information systems (HIS)

B6. IS for RI and higher educational establishments

4. MIS of territorial level (B)

Specialized medical information systems

As it was mentioned before, information processes take place in any medicine and health care fields. The most important information processes’ components are information flows. The flows consist of separate messages, incorporated in signals and documents and they move in time and space from the information source to a recipient.

Information systems (IS) are meant for working with information flows.

The information system is the ordered aggregate of documents and information technologies, including the usage of computer techniques and communication means.

There are different approaches to the medical information systems (MIS) classification. We are going to discuss the hierarchy principle.
Let’s discuss them one by one.

MIS of the basis level

The aim of MIS of the basis level is the computer support of the work of a clinician, hygienist, laboratory assistants. There the following options are referred.

A1. Medical informational and reference systems

This is only one type of medical ISs. 

The acquisition of, and operations with, large quantities of professionally valuable information is a necessity that many doctors are faced with. Medical informational and reference systems (IRS) can sometimes simplify this task.
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IRSs are designed to follow a user’s request for information – they search for it, and display the available items. Such systems contain reference material of all kinds. They do not analyse the data, they goal is to allow quick access to the required information, such as scientific information relevant to the various branches of medical science, some reference statistics, technical information, and so on. 

Currently there exist many commercial IRSs, which are generally distributed on CD-ROM. As examples one could cite various pharmaceutical reference books, etc.

А2. Medical consultative-diagnostic systems (CDS). 

The topicality of the practical usage of CDS in medicine is determined by the following circumstances. Lately the contradiction between the social need of good health and human biological nature deformation has been growing with the scientific and technical progress development. It leads to the functional reserve decrease of organs, systems, the whole organism is general, birth of weakened progeny, human pathologies augmentation.

The typical peculiarity is the growth of chronic non-infectious diseases, appearance of new ones (AIDS, Ebola fever, etc.) and also the return of “old” diseases (tuberculosis, malaria, diphtheria, etc.) The situation appears when the “narrowly focused” doctor makes his own well-grounded diagnosis to the same patient. It is understandable that the efficient way of the radical diagnostic quality augmentation (and the further treatment) lies in simultaneous, system analysis of all symptoms of a disease, which is realized by  CDS.

Besides, lately in medical science more and more precisely the belief about the necessity to take into account the existence of a transient state between health and illness conditions has been formed, when the organism adaptation possibilities are emaciated but there haven’t been any manifestations of diseases yet. In this situation the CDS usage during the total examinations of practically healthy population can bring huge use thanks to the early diagnostics of pathological processes. 

In CDS it is common to distinguish three mains modules: data base (DB) and knowledge base (KB); logical conclusion mechanism (LCM): interface with user.

The data base is meant for keeping the aggregate of facts, concrete data about the objects in the CDS scope of activity. The knowledge data contains knowledge, referring to the concrete field of application, including separate facts and rules.

LCM uses rules and methods of DB and transforms the concrete information about an object into the view corresponding to the CDS application (diagnosis, plan of actions, etc.)

According to the way of LCM realization expert CDS and probability CDS are distinguished.

In expert systems the logic of decision-making by an experienced doctor is realized. Expert systems (ES) belong to the class of “artificial intellect” systems. These are, as a rule, computer programs which solve tasks in almost the same way as they are solved by an expert in a real situation. ES allows accumulating, systematizing and keeping knowledge and professional experience of those experts who solve concrete tasks in the best way. They are applied in the fields where tasks and their solution poorly or not formalized (structured) at all, i.e.: in medicine, biology, computer techniques, computer science, geology, nuclear energies, economics, social sciences, etc. 

The practical application of such system gives an opportunity:

1. to offer to a doctor the qualified consultant who can quickly and professionally process all the incoming information about an object;

2. to make quick decisions about urgent measures in critical situations

3. to lessen the total number of procedures and time of the preliminary analysis of the object’s condition;

4. to provide the staff training about analysis results evaluation methods of the object’s condition and to make corresponding decisions.

ES are friendly tuned towards a user and they always explain why the following conclusions and recommendations take place. It increases user’s trust to an electronic helper

ES continue to study while their exploitation. As new knowledge and experience is accumulated, the answer becomes prompt, more exact and full.

The high “qualification” of ES allows to lower the requirements to the level of user’s professional competence, to exclude and minimize the possible mistakes and wrong conclusions, to increase the labour productivity and accepted decisions quality.

Let’s show several examples of the medical ES successful applications. 

The expert system AI/Rheum allows diagnosing different rheumatic diseases. The system uses the patient’s symptoms and laboratory analysis results for the differential diagnostics of such diseases as rheumatoid arthritis, progressive system sclerosis and Sjogren’s disease.  

The expert system МYСIN helps doctors to choose the appropriate antimicrobial therapy for patients sick with bacteriemia, meningitis and cystitis. The system defines the infection nature and recommends the medicinal therapy. 

In expert systems the logical deduction mechanism, based of the production rules system, is used. In this case the main knowledge base is the rules of the following type. “If controlled parameter Al of an object has al value, parameter A2 has the value of a2…An parameter has the value of an, then the object is situated in Н(а1, а2,..., аn) condition with probability Р(а1, а2,..., аn)».”

Another approach to the LCM formation lies in the probability theory application and, in particular, in Bayes theorem. These are so-called, probabilistic CDS. In order to built the knowledge base of such system it is necessary to have the set of a priori probabilities of possible object states and for each pair parameter-state it is necessary to have a priori probability that the parameter will take the corresponding value on condition of this object situation in this condition. The Bayes theory application allows obtaining a posteriori distribution of state probabilities.

The Bayes approaches takes away the tasks dimension problem. The example of such CDS can be the Ukrainian elaboration, meant for diagnostics of pathogenic variants of bronchial asthma.

Lately the study and usage of the artificial intellect system of principally new type – artificial neuron nets, whose technology will be examined in the nearest time, for solving difficult combined tasks have evoked the big interest.

A3. Medical hardware and software complexes MHSC, meant for information support and/or diagnostic and treatment process automatization, taking place during the direct contact with the patient’s organism.

At present time one of the medicine computerization trends is the computerization of medical facilities. The usage of a computer along with measuring and control facilities in medical practice allowed to create new efficient means of providing the automatized information collection about patient’s condition, its processing in the real time frame and its condition control.

The main difference between the systems of this kind – operation in conditions of the direct contact with the research object and as a rule in the real time frame.

The typical representatives of MHSC are the medical monitoring systems determining the patients’ conditions, for example, during difficult operations or in the conditions of high risk of hard complication development; tomography data computer analysis, ultrasound diagnostics, EEG, EKG, radiography; automatized analysis systems of microbiological and virological  researches, human cell and tissues analysis. According to MHSC value they can be divided by number of classes:

· Systems to carry out functional and morphological researches

· Monitor systems

· Treatment process control systems

· Laboratory diagnostics systems

· Systems for medical-biological researches

Systems for blood circulation, breathing organs, cerebral and nervous system, organs of sense (sight, hearing), x-ray researches, USR-diagnostics, etc, belong to systems for functional and morphological researches. 
Monitor systems allow following patient’s condition in resuscitation departments (intensive care) and operating rooms. 
The automatized systems of intensive care, biological feedback, artificial limbs and organs, created on the basis of microprocessor facilities belong to the systems of treatment and rehabilitation processes control. Systems of biological feedback, meant to give to a patient the current information about the functioning of the systems of his internal organs, also belong to treatment processes control systems, it allows to achieve the therapeutically effect by means of conscious volitional influence on a patient at the certain type of pathologies. 

The general structure of medical hardware and software systems looks in the following way: 

In facilities to read medical-biological information the transformation of physical characteristics of patient’s condition to the form of analogue electrical signals is realized. One of the standard facilities to transform continuous electric signal to separate digital signals in order to put information in a computer or microprocessor facility is the analogue-digital transformer (ADT). Under the digital form the signal presentation in the binary notation is meant, where the electric signal presence corresponds to number “1” and the absence of it – to “0”. Data obtained via ADT interface are processed by a computer and then sent in the form of double coding to DAT interface.

The software of MHSC isn’t less important than the hardware, i.e. technical part. The most advanced facilities are equipped by so-called “integrated” software, thanks to it a doctor obtains the whole scheme covering all the research process, including the preparation stage, research carrying out and data processing. In such software six main functional divisions (modules) are distinguished.

1) preparation of research; 2) research carrying out; 3) records examination and editing; 4) computer analysis; 5) conclusion registration; 6) work with archives.
A4. Automatized doctor’s working place (AWP). This computer information system meant for the automatization of the doctor’s whole medical technical process corresponding to his\her speciality and providing the information support for diagnostic and tactical (treatment and organization, etc) medical decision-making. All the information systems of the clinical level, shown above, can and must enter the AWP structure, providing the whole technological process automatization: preventive treatment and accounting-statistic activities, paperwork, work planning, any reference information receipt.

MIS of preventive treatment establishments (PTE)

Information systems of this level are meant for working with information flows of PTE. They are represented by the following groups:

B1. IS of consultative centers. They are meant to provide the corresponding subdivisions and information support of doctors during consultations, diagnostics and decision-making in emergency cases.

B2. Information banks of medical establishments and services. They contain the combined data about qualitative and quantitative condition of establishment staff, contractual population, general statistic information, characteristics of serviced districts and other necessary data.

B3. Personified registries (databases and data banks). It is one of the types of information-reference systems, containing information for contractual and observed population on the basis of formalized diseases history and out-patient card.

Electronic medical card. Let’s consider what an electronic medical card represents by itself and what it gives to a doctor? Such a variant of medical card is the information system, which is based on the technology of reporting databases. Let’s remind you that the reporting database is some table (or several connected tables) where the arbitrary number of records – strictly structured data lines- are kept. Such means of information storage allows very easily to choose data according to some sign or number of signs, put their values in different table columns in order, for example according to the date, last name, diagnosis. 

The electronic form of a medical card makes the solution of many tasks easier.

- documentation (accumulation, safe storage, possibility to check easily)

- search (filtration according to some signs) for necessary information

- to follow the temporary dependence of separate diagnostic parameters

- work efficiency investigation – to follow the correlation of separate dependencies for a patient, to form integral statistic dependencies on the level of clinical establishment, etc.

Naturally such information system assumes having the convenient input and information imaging means. For text and digital information input the forms (blanks), shown on a screen, are provided. At the possibility of data formalization (formation of final and added list of the inserted parameters values), the value choice is realized from the rendered list. In the system different electronic reference books can be added (diagnosis classificator, medicines, address book, etc).

 Software researches data importing means are foreseen. A lot of modern facilities (tomographs, fluorographs, ultrasound scanners, cardiographs, etc) form the result in the electronic view. There are international standards, for example, DICOM, for apparatus diagnostic information. In order to protect data from accidental loss in the result of  equipment break-up or intentional data breaking, such information systems are placed in the well-protected servers which have the means of reserve copying and condition registration. 

In the opinion of the stuff of the American Medical Records institute, 5 different stages of case history computerization can be distinguished. 

The FIRST stage represents with itself automatized medical records. This stage is characterized by the fact that about 50% of information about a patient is inserted to the computer system and then is given to its users in the view of records. In other words, this computer system is some kind of automatized surrounding near “the paperwork” technology of patient’s observation. Usually automatized systems of this kind cover the patient’s registration, case records, intrahospital negotiations, diagnostic data insert, appointments, operation realization, financial questions go along with the “paperwork” and serve for different kinds of reports. 

The SECOND stage is the computerized medical record system (Computerized Medical Record System). At this stage those documents which were inserted to the electronic memory before (we are talking about the information from diagnostic facilities, obtained as different print-outs, scans, topograms, etc), are indexed, scanned and fixed in the systems of electronic imaging storage (as a rule, in magnetic storage devices). The successful introduction of such technologies has started practically only from 1993. 

[image: image8.wmf] The THIRD stage is the introduction (application) of electronic medical records ((Electronic Medical Records)). In this case in the medical establishments the corresponding infrastructure for information input, processing and storage at own working places should be developed. Users should be identified by the system, they are given the access right, corresponding to their status. The electronic medical records structure is determined by the possibilities of computer processing. At that stage of development the electronic medical record can play an active role in the process of decision-making and integration with expert systems, for example during diagnosing, choice of remedies taking into account the real somatic and allergic status of a patient, etc. 

[image: image9.wmf] At the FOURTH stage, which authors called Electronic Patient Record Systems or according to other sources Computer-based Patients Record Systems, patient’s records have much more information sources. There is all the corresponding information about the concrete patient, sources of which can be one or several medical establishments. For this stage of development the national or international patients identification system, the united terminology system, information, coding structure, etc are necessary.

[image: image10.wmf] Electronic Health Record is called the FIFTH stage of development. It differs from the electronic records system by the presence of practically unlimited information sources about patient’s health. The information from the untraditional medicine, behaviour activity (smoking, sport activities, usage of diets, etc.) appears.

B4. Screening systems. They are meant to carry out the preventive before-doctor examination of population and also for the medical screening (risk group formation and case detection of patients who need the specialists’ help). The screening is realized on the basis of developed questionnaire cards or direct dialogue of a patient with a computer.

In this case the high reliability of the primary diagnostics isn’t required as the selection threshold can be specified with the sufficient store. Rather simple algorithms of tree-kind features or calculation of some weighting metrics of input parameters can be used for screening. 
Being used in health care the screening study becomes widespread in application for preventive gynecological examinations, fluorography, mammography. Screening study used in cardiology, oncology, and medical genetics is gaining ground.

B5. Information systems of medical and preventive treatment establishments (IS PTE). These information systems, based on the integration of all information flows to the uniform system and providing the automatization of different kinds of establishment activities. In accordance with the kinds of PTE usually program complexes of information systems: “In-patient Department”, “Policlinic”, “Ambulance” are distinguished.

Hospital information systems (HIS) are also the type of IS PTE and they are meant for medical in-patient department activity computerization.  

Just like all IS PTE, in their activities these systems image the information events scenario partially or completely, taking place in a medical establishment. Depending on the fullness of information events scenario image in hospital information system, the system type is being changed from purely statistical to completely factual, when the system works in real time frame. 

The static systems assume the primary information collection in the volume necessary for getting certain reports. As a rule they work post factum – in a computer the information, recorded in a case history or other paper documents, is inserted to a computer. Very often for the realization of such system, it is enough to have several computers, several operators, one or two application programs.

Factual systems register the events taking place during the patient’s treatment, as they appear. The implementation of such systems require the installation of many computers, their network, development of many application programs, education of big quantity of users and support service creation. However, factual systems have many important advantages. First, the system building is more logical: the statistic goes from facts and not facts necessary for statistics are gathered. Second, the system allows to get the prompt information: it is known what’s happening in a clinic at the present moment, not in general during the reporting period. And at last, the main thing – factual system is multifunctional, it allows to solve several important tasks simultaneously on the basis of the same information. 

In the whole spectrum of hospital information systems types that minimal completeness of information events scenario imaging in the medical establishment can be mentioned, which characterizes “the logical completeness” of the information system. In these systems the registered events volume must cover the technological process of a clinic: creation of medical resources – formation of relations with clients – patients treatment – salary receipt.

To medical establishment resources belong departments, services, doctors, their schedules, beds quantity, etc. lists.

The relations with clients lie in execution of the appropriate obligations. The obligations before clients are shown in the conditions of contracts with higher organs, insurance companies, enterprises, patients and in the establishments price list.

The patients’ registration is usually realized according to the rules, described in the contracts with payers.

The registration of patients’ treatment course. Usually patient’s treatment is represented as the consequence of events. For each event rather detailed description, which can contain formalized as well as freely-inserted data, is made up. At this stage the registration of events taking place with patients during their treatment course is realized.

At last, the salary receipt lies in drawing bills and registration of treatment payment. On the basis of information obtained earlier, system of this kind can draw a bill for the realized treatment. The feedbacks which help to rule a clinic efficiently can be installed there. For example, the non-payment of a bill for treatment by a certain insurance company can place her in the list of “non-served” and it will make impossible the new patients’ registration on behalf of this company.

Having realized the system of this kind, an establishment can solve the wide spectrum of managing tasks with its help: starting with the treatment quality increase to the losses decrease due to the insufficient power charging or resources surcharge.

Obtained in such HIS main information about a patient can be increased then by adding more and more medical data. In future in such systems the integration of laboratory, diagnostic systems, formation of complete electronic case histories will be fruitful.

The complete complex of factual HIS type can contain the following subsystems:

Automatized working places of Head Doctor and its deputies. They have full access rights for viewing, allowing to control the state of affairs practically in all establishment services subordinate to them, but they usually don’t have rights to make corrections to the information in these services.

Subsystem “Out-patient department”. There AWPs of Heads of departments, attending physicians, head nurses, charge nurses are included. In that subsystem departments that don’t have wards (for example reception departments, extracorporal blood processing methods department, etc) are also included.

In this subsystem the patient’s registration with all the necessary input data (the passport part of a disease with the unique electronic number assignment is formed). Then the electronic case history documents are filled, the patients’ condition and replacement input is realized, the applications for researches and analysis, application for medicines and consumable materials (to the pharmacies), the reception and input in the case history documents researches and analyses is carried out. It allows to take into account the specific activity character not only of a department, but of a concrete specialist inside the department. The usage of patterns allows to minimize the keyboard usage while data and text input.

Subsystem “Polyclinic”.  The registration department and AWP of doctors belong to this subsystem. The out-patients documentation is carried out there.

Paraclynic services belong to subsystems “Laboratory researches” and “Drug inventory” (pharmacy). Here also the medical certificates of functional and x-ray diagnostics, department (or ward) of blood transfusion.

In the subsystem “Laboratory researches” the results of laboratory analysis according to all the required kinds of researches are inserted. There also interfaces for some devices connections (for example, analyzers of “COBA5” (OWL5)) for automatic research results input to the case history electronic documents.

Subsystem “Remedies accounting” solves big complex of accounting tasks and remedies expenditure. There the accounts for incoming remedies are inserted, the requirements for remedies and other consumable materials incoming from departments are quoted, accounts and termination of accounts are registered. There several reference services act (about the presence of remedies, about remedies themselves, etc.)

Subsystems “Inquiry office” and “Archive” get the necessary information to solve their tasks in the “Out-patient department” subsystem.

Subsystem “Nutritional care” completely allows to execute the application registration of departments for dietary cookery, for menu formation, execution of all the necessary accounts as for the food expenditure (taking into account all the incoming, drop-out or temporary absent patient). There all the necessary accounting and reporting paperwork is registered, accounts are registered and the food expenditure is controlled.

In “Accounting” and “Economical calculations” subsystems all the functions peculiar to these services are executed. “Accounting” – is the set of accounting programs, orientated for application in medical establishments. “Economical calculations” subsystem is easier, but there the problems connected with local normative acts and instructions exist.

Subsystem “Personnel records” executes all the works connected with staff registration and replacement, formation of stuff schedule. There all the necessary information about the establishment staff is gathered and processed. There all the statistical extracts concerning the establishment staff are executed.

In the subsystem “Control of executing activity” (organization department, secretariat), orders, incoming and outgoing documents, letters and complaints are registered, the execution terms of orders and instructions are controlled. 

Subsystem “Medical statistic”. There the statistic information for authorities corresponding with the acting standards is prepared. The information about the activity of a medical establishment, signal reports to Head Doctor and his\her deputies, etc. are formed. 

In “Medical equipment stock-taking” the activity of exploitation-technical divisions is shown, the stock-taking of medical and other equipment and control after their exploitation are held.

The management and interaction between all the other systems are realized by the service subsystem, representing by itself the complicated program complex. With the help of this subsystem and number of other subsidiary program means the administrator of HIS can control the work of HIS itself as well as a local computer net in general.

In case of extraordinary situations the net management is realized by a system administrator.

B6. IS for RI and higher educational establishments. Three main tasks are solved: technological education process computerization, research work and management activity of RI and higher educational establishments. The tasks realization is provided by corresponding medical-biological researches systems, computer education systems and information systems of RI and higher educational establishments.

MIS of territorial level.

MIS of territorial level provides the management of specialized and profile medical services, polyclinics, in-patient and emergency help to the population at the level of territories (city(town), region, etc)

At this level MIS are represented by the following groups:

- Administrative-management MIS for heads of territorial medical services

- Statistical MIS to work with the information in the nearest territory

- MIS of specialized services and trends: emergency and state of emergency, remedy provision, registries (phthisiatria, psychiatry, infection diseases, etc.)

- Computer telecommunication nets creating the unified information space of health care territory.
In the composition of the software the general-system and special software products and also the technical documentation, including: an operating system, systems of programming, tool means of a programmer, text and diagnostic programs, software means of telecommunications, information protection, functional software (automated working places, systems of data bases management, etc) are included.

Mathematical support is an aggregate of mathematical methods, models, algorithms of the information procession and analysis, used for the tasks solution in IS. To the means of the mathematical support the following methods belong: methods of mathematical programming, mathematical statistics, etc. 

Mathematical support is a component part of the IS software.  Application and supporting program are formed, first of all on the basis of mathematical methods. In those cases, when for the solution of this or that topical task any mathematical method can't be successfully chosen, heuristic algorithms are used.  

Organizational support is an aggregate of methods and means, regulating the interaction of workers with technical means and between each other in the process of IS development and exploitation. The organizational support realizes such functions as the detection of tasks, subject to automation, the preparation of tasks to be solved on a computer, including a technical task for the IS projecting, etc.  

Legal support is an aggregate of legal norms, legal status and IS functioning, regulating the order of information receipt, transformation and usage. 

The main aim of the legal support is the consolidation of legality. 

In the composition of the legal support laws, decrees, resolutions of the state authorities, orders instructions and other normative documents of Ministries, departments, organizations and local authorities are included. 

Linguistic support is an aggregate of language means, used at the different stages of IS creation and exploitation for the augmentation of the efficiency of the elaboration and provision of the communication of a person with a personal computer.  

Questions for discussion:

1. What is an information system?
2. MIS Classification.

3. Medical informational and reference systems.

4. Types of medical consultative-diagnostic systems.

5. Medical hardware and software comlexes.

6. Automatized doctor’s working place.

7. MIS of establishments’ level.

8. Electonic medical card.
9. 5 stages of case history computerization.

10. MIS of territorial level.

TOPIC 3
COMPUTER NETWORKS. THE USAGE OF INTERNET RESORSES IN MEDICAL PROFESSIONAL ACTIVITY

Topic’s plan:

1. Computer networks. Computer network components.

2. Computer network classification.

3. Network architecture. Network protocols and standards.
4. Modern condition of telecommunications in Ukraine.

5. Global Internet network. Addressing in Internet.

6. Internet services.

7. The principles of search request formation. Search types.

8. Medicine resources of Internet.

Computer networks. Computer network components
At the modern stage of computer technology development, a personal computer, personal in the direct meaning of this word, i.e. operating separately from other computers, isn’t capable of solving all the tasks, set by people. Autonomous computers are perfectly able to solve complicated computational problems, to process graphics, text and table information, however in order to exchange information with another computers, a local computer only has a floppy disc or a CD disc.

The problem of connection between computers was solved by means of their unification in the network. The computer unification in the unified information network dates back to September, 24, 1969, when in the University of California two computers exchanged information between each other by means of the 15 feet cable. Nowadays millions of computers form the global computer network, where huge information flows are transmitted and processed. It works according to its own strictly defined rules or communication protocols.

Telecommunication is the process of electronic information transmission or, in other words, information interaction.

Computer telecommunications are communications, where computers are their hardware basis. The technical realization of such communications is computer networks 

Network is a group of computers and/or terminals which can exchange information between each other, use general peripheral devices (hard discs, printers, modems, etc.) and also to be connected with remote computers or other networks.

Network can be defined as a system permitting to exchange information.

The computer unification into a network permits to share expensive equipment – discs of big capacity, printers, main storage, to have common software and data. The main destination of a network is the provision of simple, convenient and reliable user’s access to the distributed common network resources and the organization of their common usage at the reliable level of protection from unauthorized access and it’s also the provision of convenient and reliable data transmission means between network users.

Basic communication model – is the minimal set of elements, making up any network. It contains a source, receiver, transmission medium, and message.

Let’s consider the elements in more details:

Source and receiver are two objects, exchanging information. In a network such objects are a computer, main electronic computer, terminal and peripheral devices. 

Transmission medium (information channel) is a channel where information between sources is distributed.

In every computer network data are transmitted as electric or electromagnetic signal which is distributed in certain environment. Each transmission means has advantages as well as disadvantages.

In general case bounded and unbounded transmission medium are distinguished.

Unbounded medium is the open ether where microwave, radio and other electromagnetic signals are transmitted. 

Unbounded (wireless) medium provides transmission and reception of electromagnetic signals without the presence of a device which would contain this signal inside itself. The example of unbounded medium can be atmosphere.

At present time, the following transmission systems for unbounded medium are used:

·  microwave communications;

· satellite microwave communications;

· laser communications;

· infrared systems;

· radio
Bounded medium is the conductor which transmits this or that type of electromagnetic signal, it is either an electrical or light signal. The following types of bounded medium are distinguished:

· «twisted pair»;

· coaxial cable;

· fiber-optic cable
The choice of this or that medium determines the network structure and size. In small areas as a rule, bounded medium is applied. Special kinds of bounded or the combination of bounded and unbounded mediums permits to connect remote objects to the network. Unbounded medium is applied in networks with mobile workstations (for example, a workstation in a car) and in global networks.

Message is information transmitted from a source to a receiver.

Message packet is the unified information box, transmitted via a network. Messages, transmitted between network devices are formed in packets at the initial device, i.e. at the source. Each separate packet consists of a title and data domain. 

The set of rules or conditions, used by a communication program or by an operation system to install the connection is called communication protocols. 

Computer network classification
Computer networks are classified according to the following signs: according to control means, information rate, geographical distribution scale, transmission medium type, according to organization means, connection topology, etc.

Let’s consider some of computer network classifications.

According to control means two types of telecommunication networks are distinguished, in particular,

1) peer-to-peer networks;

2) networks “client-server” or multirank networks.

Peer-to-Peer Networks are networks where nodes execute the same communication functions. In this case nodes have equal capacities. Such systems not just unite possibilities of all PCs which are absolutely equal, i.e. have the same rank. 

“Client-Server” Networks or multirank networks are supposed to have the centralized access to applied software, input/output devices, information processing and storage. In client-server networks resources, in distinction from peer-to-peer networks, are concentrated on a server.

Computers- clients are computers for which the main aim is the solution of their user’s tasks in the interactive mode using their own resources and also resources of other computers of this network. Problems of network users, working with other computers, is of secondary importance for this computer-client. Usually PCs, in particular work stations are used as computers-clients.

Computers-servers are computers, the main aim of which is to provide the usage of resources of a computer-server to solve problems of network users, working with other computers. As a rule, a server should

- be able to execute works according to requests of several clients in the required period of time, to have powerful memory capacity and a processor or be multiprocessor;

- be able to work for a long time (weeks and months) without being switched off or without man’s presence, a server is rarely set by an operator (usually by a network administrator).

According to information rate the following networks are distinguished:

1. low-speed – to 10 Мbit/sс;

2. medium-speed – to 100 Мbit/sс;

3. high-speed – more than 100 Мbit/sс.

Networks are often classified according to the size of a geographical area they cover:

1. local area network (LAN);

2. metropolitan area network (MAN);

3. wide area network (WAN);

4. mobile area network (MN).

LAN (Local Area Network) is a network connecting users from one or several nearby locations – rooms, buildings or campuses. As channels coaxial cables and fiber-optic cables can be used. Distances between PC and LAN make up to 10 km and during the usage of communication radio channels – up to 20 km. The distinguishing features of LAN are the big data transmission rate, low level of faults and the usage of cheap data transmission means. Novell NetWare and Windows for Workgroups are the most popular nowadays. 

MAN (Metropolitan Area Network) is a network connecting users, cities, regions, small countries. As connection channels phone lines are mostly used. As an addition to the support of data exchange and voice exchange, MAN as well as LAN can transfer the video information. The MAN equipment is developed to transfer data for bigger distances (up to 1000 km) than LAN and it can consist of several LANs. However, regardless the ability to serve big distances MAN inherited from LAN its exchange rate and the low level of faults.

WAN (Wide Area Network) represents the integration of LAN and MAN in the unified conglomeration. Wide area networks provide the connection of a big quantity of computers at huge distances, covering regions, countries and continents. In order to transfer information the fiber-optics highways, satellite communication channels and commutated phone networks are used.

The bright example of wide and local network integration into the unified network community is Internet. The success of Internet influenced the development of corporative networks Intranet. Sometimes these networks are called global LAN and the work with them is similar to work with Internet.  

Now the distinct and well-defined boundary can’t be drawn between local and global networks. Most of local networks have an access to a global network.

At present time the Smart Global Network conception, which is to unite Internet, enterprises, networks and workgroups into the unified network resource, is being developed.

Such networks should make real the unfulfilled dream about a computer which could execute the work necessary for a user in a “smart way”. Smart network services will identify the users connected to them; define where they are situated and how to work with them. Besides, such networks should include in themselves a lot of devices of different suppliers and provide access “at any time and in any place” for a user. Besides, phones, television sets, faxes, pagers, personal digital assistants and other network devices should be used for that. In this case a network can become really smart and global.

Mobile networks is the notion which can be treated literally, these are networks which can move. Usually they consist of mobile stations, the example of which can be police cars with some on-board computer, connected to a central server. Mobile networks use the technique of transmission in the open environment; a signal is transmitted as radio waves.

According to the transmission means computer networks are divided into the wire ones (signal transmission medium is the coaxial cable, fiber optic cable and twisted pair) and wireless (transmission medium is atmosphere; information transmission takes place, for example via the infrared or radio channel).

It is common to describe the network structure by its topology. 

Topology is the physical network components location (cables, workstations, etc) and the method of access to the transmission medium. There are four general topologies, in particular: network, star, bus and ring. Besides, so-called hybrid topology exists, which is the unification of two or more basic topologies.

Network topology determines not only the physical locations of computers, but what is more important, the connection nature between them, the peculiarities of signal distribution along the network.

Physical topology is the scheme of computer location and cable layouts.

Logical topology is the structure of connections, nature of signal distribution along a network. 

Exchange control topology is the principle and consequence of transfer of rights for the network capture between separate computers.

Information topology is the direction of information flows transmitted via network.

Network architecture. Network protocols and standards
Network architecture.

Network architecture is not only the aggregate of network components, but also the means of their interconnection.

Computer networks have complicated structure due to big differences between the used computer systems. To solve communication problems of different computer systems the most generalized network communication tasks should be solved – to divide a task into smaller, better-ruled tasks. Then problems connected with smaller tasks also become smaller, and they can be solved independently. Such technology is known under the slogan “share and rule”.

The technology “share and rule” possesses the following advantages.

· Better understanding of a problem. Small problems are better understood and solved in distinction from the big ones.
·  Extended modularity. As a rule, big tasks can be divided into smaller ones and it can be noted that solutions of these minor tasks are mostly repeated. Exactly due to it the module interchangeability is observed during the problem solution.

· Improved compatibility. Compatibility is the critical trait of network applications. The network won’t be necessary if different computers aren’t able to “communicate” with each other. The solution of this task leads to the model of the multilevel conception “share and rule”.

OSI model (Open System Interconnection) is the model of the multilevel conception “share and rule”. Created by the International Standardization Organization (ISO), this model divides the network communication into separate levels, making easy the network development and implementation and it is also the basis for the development of common network equipment.

OSI model has seven levels, indicated in the table.

	Level
	Level name

	7
	Application Layer

	6
	Presentation Layer

	5
	Session Layer

	4
	Transport Layer

	3
	Network Layer

	2
	Data Link Layer

	1
	Physical Layer


In the model it is foreseen that only adjacent levels interact. The condition change of one of the levels leads to the immediate condition change of adjacent levels only. Information incoming from the Source to the Receiver goes through all the levels according to the following scheme: information starts from the 7th level of the Source and it passes all the levels up to the 1st one. Then, the 1st level transfers information along the network. At the Receiver information arrives to the 1st level, it goes up to the 7th level and reaches a user.

The physical level provides the communication line to transfer data between the network nodes. The level determines electrical, mechanical and functional parameters for physical connection in systems. At this level the 2nd level data is transformed to signals, transmitted through a cable. 

The data link layer forms so-called frames, which are data boxes, containing additional control data transmitted by the 1st level, from the data. If faults appear, a frame is automatically retransmitted.

Network layer provides the connection in the computer network between two nodes. The connection takes place due to routing functions. Routing is the process of the data transfer routing choice in network. The network layer should also provide the fault processing and data flow control.  

The transport layer executes the division of transmitted messages into packets at the Source and the packet assembling at the Receiver. At this level the conformance of network layers of different, in general incompatible networks through special gateways can be executed. Such conformance is required, for example, during the integration of local networks into the global ones.

The session level provides the interconnection with the transport layer. This layer coordinates the data reception and transmission during one communication session. Besides the session layer contains the function of password control, calculation of payment for the network resource 

The presentation level is meant to prepare data, used at the application layer then. At the presentation level the transformation of data from frames to the screen format or printing device format.

The application level is responsible for the support of application software of a final user.

Seven layers of OSI are sometimes divided into three groups:

1. utility or application group – 7th layer;

2. information transformation group – from the 3rd to the 6th layer;

3. physical group – 1st and 2nd layers.

Let’s note that the OSI model represents the architecture framework and the most general recommendations to build standards of compatible network products. Exactly due to these recommendations the network integration into the internet is possible.

Network protocols and standards
Communication protocol – is an agreement about the information reception and transmission rules coded by means of binary codes.

Each device, meant to transmit and receive information (network board, fax-modem, etc.), usually has several communication protocols. Usually they are registered in the flash memory of this device. During the setting of connection of two similar devices, they automatically choose the best protocols out of many protocols they have, based on concrete conditions of the communication line functioning.

So, for example, network boards and concentrators of type 10 have only one network protocol at 10 Mbit/sc and those of type 100 have only one communication protocol at 100 Mbit/sc, those of type 100/10 have two communication protocols at 100 Mbit/sc and 10 Mbit/sc. It means that two devices, one of them is of type 10, the other one is of the type 100 don’t have common protocols; hence they can’t connect with each other. But they can be connected via the third device of type 100/10.

Protocols define the communication rules and they represent boxes permitting to unite computers into the communication system. The protocol specifications describe the networking rules, itemize the order according to which computer devices are allowed to use the shared transmission medium, they define the way devices remove conflicts, specify the information packet sizes and also are occupied with other questions connected with data transmission. 

International Institute of Electrical and Electronics engineers (IEEE) developed standards for data transmission protocols in local networks. The standards, which describe access methods to network data channels, got the name IEEE 802. Standards defined by this model are divided into twelve categories; each of them has got its own number.

Protocols of the upper layer TCP/IP are protocols of the packet transmission which permitted to unite different systems. The family of such protocols is known as Internet protocol family.

TCP (Transmission Control Protocol) is a protocol of the transport layer of the OSI model. This protocol controls the data packet flow and it processes faults. Besides, the protocol guarantees that the data packets are obtained without faults and in the required order. 

In other words, information transmitted in the network is divided into portions, called packets, according to the whole set of technical reasons. Usually one packet contains from 1 to 1500 information symbols. First, it doesn’t give an opportunity to another user to monopolize the network; second, each user can count on the timely service. It also means that in case of the network overloading, the quality of its work decreases a bit for all users to the equal extent.

So the TCP protocol divides information into packets, each packet has its number so that it would be possible to check whether all information has been obtained and to place data again in the right order. Each packet is transmitted via Internet independently from any others and all packets can be received by different routes. After packets have arrived to their place, the initial message (packet commutation) is gathered from them. Faults, which are possible during the transmission, are removed by means of the data retransmission request. 

The formation of TCP-connection requires the significant expenses and time spending. So often if the volume of transmitted information is small, another standard protocol is used, which permits to avoid big expenses, it is called User Datagram Protocol. UDP is simpler than TCP as it doesn’t have to take care of missed packets, their ordering and other things. UDP is meant for programs which send only brief messages.

IP (Internet Protocol) is a protocol of the OSI model network layer which routes information and defines the optimal route in Internet.

Internet protocol family includes in itself the set of known applications. For example, these are protocols of terminal emulation, file transfer protocols, e-mail transfer protocols.

HTTP (Hyper Text Transfer Protocol) – is a protocol meant for hypertext document transfer. In order to present information as a hypertext the language of HTML (Hyper Text Markup Language) is applied. Such document, besides a text with hyperlinks (hypertext links) can also contain graphic, video and sound information.

A bit outdated variant of the hypertext protocol Gopher practically isn’t developed nowadays as it provides the data presentation only as a text. At Gopher-servers now only academic information is kept.

Telnet protocol – is a protocol of the remote terminal access to the network. By means of Telnet a user’s computer connects to a remote computer, which is a part of Internet. At this all the commands and data input in the user’s computer are executed and processed by the system of a remote computer and the obtained results are displayed in the user’s computer. In this way, Telnet permits you to transform your own computer to the remote terminal of another computer. At present time most of information systems, which were available only via Telnet, became available via WWW (World Wide Web). 

The protocol, used to transfer files through Internet is FTP (File Transfer Protocol). Servers which support this protocol are called FTP-servers. In general case, FTP foresees the access authorization, i.e. identification of a user who requested information. If it isn’t required, the access to files is organized by so-called anonymous access. FTP-servers are used only in universities – due to the high operation speed and the absence of limits for the file volume. There is the catalogue of FTP-files in the US Congress library (available 24 hours a day). Besides, some commercial organizations use FTP-servers to distribute their software. The access to FTP-servers can be realized by means of standard Web-browsers.  

WAP (Wireless Application Protocol) – is an open protocol and technical standard, developed by the initiative of Unwired Planet (Phone.com) company. Its wide application has brought to the possibility to exchange information through the World net Internet directly from mobile phones without using any computer. According to WAP protocols the content of Web-resources isn’t transferred directly to mobile phones. In Internet information is presented as HTML-pages, the work with which assumes quick communications, powerful processors, big screen and big computer memory capacity – something which usual mobile phones don’t have. So for WAP the special markup language - Wireless Markup Language (WML), which is simpler and stricter than HTML, is used.

Now in Ukraine hundreds of WAP-sites exist. The most popular are wap.gala.net, wap.kyivstar.net, wap.prostir.com.00, etc. In order to find information in the “mobile sector” of Internet the necessity in search systems has appeared. WAPJAG (www.wapjag.com) is the biggest catalogue of WAP-resources and it also is the most popular search device. Among Russian search systems the best one is considered to be Yandex (wap.yandex.ru). In the Ukrainian sector the portal wap.uaport.net, which is one of the richest in information Ukrainian WAP-resources, can be marked out. The most useful and convenient are WAP services, connected with access to e-mail. Such service has appeared in most of free of charge servers (wap.mail.ru, wap.imail.ru, wap.newmail.ru).

The modern condition of communications in Ukraine

One of the telecommunication trends developed now all over the world and in Ukraine, in particular, is telemedicine. 

Telemedicine is the application trend in the medical science, connected with the development and application in practice of methods of giving out the medical help at the distance and the specialized information exchange on the basis of the modern telecommunication technologies usage.

The well-known fact is that specialists, professional knowledge carriers, in most cases are unavailable at the time and in the place where they are in need to make decisions and most of the decisions are made by “non-specialists”.

One of the ways to solve this problem is the approaching of specialized help to remote regions by means of teleconsultations realized via modern computer networks. According to the data of American doctors, if telemedicine is used, in 80% of the cases it isn’t necessary to transport a patient to a central hospital.

Telemedicine has got the biggest development in the USA, Canada and Scandinavian countries where there are geographically remote places and high requirements to medical service. Telemedicine can efficiently provide consultations and medical help in rural areas to patients for whom the timely medical intervention is the deciding factor. Ukraine occupies 607,7 thousands of km2 and has populations of about 50 millions, so this problem is rather topical there.

The doctor’s consultation from the geographically remote places is achieved by three types of access.

1. The receiving of general medical information (quotations from literature, examinations, reports about clinical researches).

2. Discussion lists. Every participant gets a list, meant for a discussion list, and a lot of useful modern information can be obtained while asking a question to the  world professional community.

3. Videoconferences with the possibility to transfer graphic information and patient’s image.

For example, in Norway since 1990 there has been the consultative system concerning the pathologic anatomy, where laboratories of several hospitals are involved by means of telecommunications.  

Distance learning
Modern technologies permit to project and create information instruments, meant to improve the preparation process of a future doctor. "Edutainment" (Education and Entertainment) is so-called dialogue approach to teach by means of multimedia. The basis of this trend is the computerized form of information presentation in the view of a text, sound, image, photo, illustration, animation and video in the individual rhythm. 

The distance learning on the basis of multimedia technologies lets educate big groups of specialists without isolation from their professional affairs.

Regional networks
At all the diversity of Internet resources more and more often the messages about development of regional computer networks for health care needs appear. It is connected with the following circumstances.

1. Unsatisfied information needs of the health protection in rural areas.

2. High prices for remote access to information resources (the cost of information itself and data transfer services)

3. The absence of possibility to have access to electronic case histories of hospital systems.

4. The necessity to solve regional medical programs.

In Ukraine local computer networks become more and more distributed. So for example in the Rivne Oblast Clinical Medical Diagnostic Centre named avert V. Polyshyuk the complex automatized system “Diagnostic centre”, which is the multilevel computer network, operates successfully. It consists of networks of medical and administrative-economic profile, organization-scientific-methodological network, network of education and connection with district areas and also the network of the Ukrainian-American program for prevention of the inherited development deficiencies. 

The system is connected by means of modem connection with northern regions of Rivne Oblast, which suffered most of all from the consequences of the breakage at Chernobyl nuclear power plant, and Kyiv Information Technologies Institute and National Register, with bank system and international computer system Internet (including the direct access to the leading universities of the USA)

Automatized information system unites more than 90 computers. 

The medical profile network is built according to the classical scheme of hospital information system – the gathering of information about patients, flow formation and proportional distribution of patients according to the ways of examinations and treatment (according to the work schedule and norms of doctor reception hours), case history formation, etc. About 230 AWP (automatized work places) of doctors are supported by the system.

Today in Ukraine the health care system reformation processes are taking place, one of them is the health care system integration into the international information space. 

According to the state policy conception of health care computerization for practical information technology implantation into the medical and diagnostic process, medical science and education, it is necessary to create the corresponding infrastructure in the region.

The basis of the developed infrastructure of medical computer science is the creation of National medical computer network of the direct access “UkrMedNet”.

The project aim is to create the system of medical and ecological information exchange in Ukraine as well as beyond its borders on the basis of the telecommunication technologies usage.

Ukraine already has experience in the creation of national medical networks and data bases which will be integrated to “UkrMedNet”. There are two the most developed medical networks functioning in the frames of the acting national computer network of the first generation “HealthNet”. This network in future will be transformed into “UkrMedNet”. The most developed one out of these two networks is the National Register of people who suffered during the Chernobyl catastrophe. In order to make the Register function, the computer network, which has its points in 25 regions and cities, directly subordinate to the centre – in Kyiv or Sevastopol, has been created.

Another the most developed system is the system of sanitary-epidemiological service of Ministry of Public Health of Ukraine. This network has computer centers in regional health protection administration (70 computer centers) which transmit the rapid information about the current state of the sanitary, epidemiological and ecological situation in Ukraine to the Ministry of Public Health. These two systems are integrated into the common system called “HealthNet”.

Today the National computer network of the direct access “UkrMedNet” is created on the basis of the existing “HealthNet” and some other autonomous medical systems. This project supposes the integration of all existing medical networks, medical universities and medical research institutes of Ukraine to “UkrMedNet”, the creation of the unified information space and their integration to European information space.

It is planned to create and constantly update WWW servers, which support the information software in three languages – Ukrainian, Russian and English. 

December, 2, 1992 is considered to be the birthday of Ukrainian Internet. At this day after more than a year of negotiations with structures, responsible for Internet administration in the American Embassy, the domain UA was delegated for Ukraine. In reality Ukraine joined Internet in January, 1993. 

At present time in the Ukrainian segment more than 400 Internet-providers work. The quantity of Internet users in Ukraine has augmented by 37% within a year. The growth of Ukrainian Internet users has been more active than the augmentation of the quantity of families who own a computer. Specialists of GFK company consider that the dynamics of the augmentation of the quantity of Internet users is conditioned by the growth of mobile connections. 

For the period from the 4th quarter of 2008 till the 4th quarter of 2009 the quantity of families who obtained a computer has augmented by 29%. In the 4th quarter of 2008 only 9% of the Ukrainians used the mobile Internet and in the 4th quarter of 2009 their quantity augmented up to 16%. The quantity of Internet users in Ukraine consists of 3,5 million people. The quantity of users had doubled during 2005.

The usage of Internet resources in medical professional activity

Global network of Internet.  Addressing in Internet

Internet is the oldest global network. In modern understanding Internet appeared when the communications protocol TCP/IP was developed. It happened in 1982 when 400 computers of the ARPANET (USA) network began to use this protocol. It let exchange data with any computers, regardless their type and configuration and it also gave the opportunity to assign unique addresses (IP-addresses) to all the computers in network.  

Computer IP-address

The digital IP-address of a computer is 32-bit number which is common to write down as four decimal numbers separated with dots. Each decimal number can possess the value from 0 to 255. For example: 

192.112.36.51

28.174.5.6.

Any IP-address consists of two parts: network address (network identifier – Network ID) and host address (host identifier – Host ID) in this network. Due to such structure, IP addresses of computers in different networks have the same numbers. But as network addresses are different, these computers are identified unambiguously and can’t be mixed up with each other.

With the notion of computer IP-address the “host” notion is connected. More often this notion is identified with the notion of a computer connected to Internet. In general case under the host any device using the TCP/IP protocol to connect with other devices is understood. So besides computers, these can be routers (electronic devices, providing the data packet transmission from one network to another and providing the optimal route for this packet) and hubs (devices which are used to join several network segments to the unified network), etc. These devices possess their IP-address as well as network node computers and users’ computers.  

Domain name (DNS-address)

However digital computer addresses aren’t convenient during the users’ communication. So in some time the domain main system (DNS) was created. In distinction from IP-addresses domain names – are comprehensible and easily-remembered names. The domain name system is based on the usage of the name assignment method by means of the assignment of responsibility for name subset on different group of users. Each level in this system is called a domain. Domains are separated from each other by dots:

fred.cso.uiuc.edu

nic.ddn.milyoyodyne.com

Though in a name any quantity of domains can exist, combinations where there are more than 5 of them are seldom come across. If to read a domain name from left to right, each next domain in a name is one level higher than the previous one. In the name fred.cso.uiuc.edu the element fred – is the name of a real computer with IP-address. This name is created and controlled by the group cso, which represents, for example, a department where this computer is located. The department belongs to the University of Illinois state (uiuc), and uiuc belongs to the national group of educational establishments (edu). This way, the domain edu consists of all computers of the US educational establishments, and the domain uiuc.edu – consists all computers of the Illinois state, etc.

Each group can create and change all the names which are under its control (domain names lower in level). The practical work of the name administrator in a domain group requires certain skills and it isn’t that simple. That’s why somewhere at the level of enterprises and organizations (like for example, uiuc) or one level lower a person, who is responsible of the service of lower levels, is appointed. There is locally set order of requesting for name creation or change.

The names of the upper level (as, for example, edu) were created when the domain name system was invented. Initially six organization elements of domains of the upper level existed (see the table)
	Domain
	Usage

	com
	Commercial organizations

	edu
	Educational establishments

	gov
	Governmental establishments (except military)

	mil
	Military establishments (army, fleet, etc.)

	org
	Other organizations

	net
	Network resources


When Internet became the international network, the necessity appeared to give to foreign countries the possibility to control names of systems located in them. For this purpose the set of two-lettered domains, which corresponded to domains of the highest level of every country, was offered. Below you will find several examples of domains – country codes: 

,

au – Australia

br – Brazil

uk – Great Britain

de – Germany

са – Canada

us – USA

fi – Finland

fr – France

jp – Japan

ru – Russia

ua – Ukraine

su – countries of the former USS, including Russia, Ukraine (outdated domain).

In 2000 ICANN (Internet Corporation for Assigned Names and Numbers – organization of Internet network, solving questions and eliminating conflicts connected with the distribution of Internet address and domain space) introduced several new domains of the upper level (www.icann.ovg):

info ( general

biz – business

name – private persons

museum - museums

aero – air industry

coop – business cooperation
URL-address

As it was mentioned above, every computer connected to Internet has its own unique address presented either with the combination of numbers (IP-address), or with the certain symbol combination (domain name). However it isn’t enough to know IP-address or domain name of a computer to find some concrete document on a computer. As known, all the information is stored as files in the computer network.

So as to access the required file it is necessary to indicate the path to it (subsequence of catalogues where it is located). Files themselves are situated at servers, permanently connected to communications channels via which files can be accessed. All files in total of files are called Internet resources. Server is a remote computer where a server program operates, executing users’ query processing, checking their authority, receiving information from users and transmitting the data required by them.

But again it isn’t much while addressing through network – it is necessary to determine which protocol has to be used to access information. For each Internet resource type there is an access protocol. For example, with file archives they work by means of the FTP protocol (File Transfer Protocol) and with web-pages they work by means of the HTTP protocol (Hyper Transfer Protocol).

All the listed elements (a protocol describing the access method, server address, file path and its name) are contained in the unique address of every information resource, called URL-address (Universal Resource Locator). URL is also called the resource address or just address.

It is important to know how the complete URL-address is to be written down. It has the following structure:

protocol: //server_address /path/ file_name

· Protocol (or access method) – is the first part of the address, which is separated from other elements by colon and two oblique strokes (://). An access method can be the following: http, ftp, telnet or news.

· Server_address – is the domain computer name where data is placed.

· Path – is the consequence of catalogue and subcatalogue names, in the latter of which the required file is stored. Catalogue names are separate by the oblique stroke (/).

· File_name – is the name of the required file (document). It must have some extension. So it is common to supply web-page names with the html extension, file names where scientific articles are stored – with the doc and pdf extension, and names of multimedia –documents with the gif, jpeg (graphics), wav, wma, au (sound) and avi, mkv, mp4, flv (video) extensions.

Pay your attention that the format of the latter address (UseNet Newsgroup) differs from the standard URL format.

URL consisting only of two parts are common – as a rule, these are a protocol and server address (i.e. there the catalogue and file names aren’t indicated, for example http://www.wau.nl/). Nevertheless, the required Web-page can be found according to such address. The thing is that if the file name in URL isn’t indicated evidently, on default the file with the home page is downloaded. Usually it has a name welcome.html, index.html or home.html.

Internet services

Internet is the computer network; hence, as it was mentioned, all the information is kept as files. Files (or resources) can be of different types: text, hypertext, sound, graphic, video, e-mails etc.

Due to technical and historical reasons Internet resources are distinguished according to the information presentation means which determine access paths to them in many ways. The access to a resource is determined by the protocol type. Each protocol offers the definite kind of service. This way, talking about application protocols, Internet services, other services and possibilities, we talk about the same thing.

Let’s choose the simplified classification of the basic information resources where as a criterion the data presentation means is chosen. We will consider resources not in the historical aspect, but also taking into account their topicality and popularity.  

World Wide Web

At present the leading position among all the Internet services World Wide Web occupies (it is also called WWW, W3, Web, Internet) – global network system, connecting Web-servers and Web-sites.

Web-server – is a computer connected to Internet, where the special program, also called Web-server, is executed. In tasks of this program storage, search and distribution of certain files in Web are included. Web Client – is a program (Web-browser), requesting files from the Web. (The word “client” is used to distinguish a program making a computer request for this or that file). When a client computer tends to access one of that files in the Web, this request is sent to a Web-server to the responsibility zone of which this file belongs. The server searches for the required file in its storage and sends it to a client computer who applied for it.

Documents stored at Web-servers are called Web-pages. Each page has its own URL. Web-sites are interdependent groups of Web-pages, whose URL have some resemblance. As a rule, URL-addresses of these pages have the common prefix representing the home page address of a Web-site. Home page is usually created to give brief image of what kind of information is stored at this site and to offer convenient access means to pages on the basis of which it is created. Usually URL-addresses of the home page and Web-site coincide.

They work with Web-pages in accordance with the HTTP protocol. 

Information on Web-pages is organized as a hypertext – a text marked up according to the HTML standard (Hypertext Markup Language). It means that the separate key words or images in such text are marked by color or underlined. Dragging the mouse pointer to such word or image and clicking it, a user passes to the next document or file, i.e. finds him/herself where the additional information to this question is stored. Marked words or images in a hypertext are called hyperlinks or hypertext links. In that way, a user finds him/herself in the interactive medium where he(she) determines the reviewing sequence of a big document or many files (Web-pages).  

Besides a text with hyperlinks, a web-page can contain information presented in another form – graphics, sound and video. In order to provide the possibility to place information of this kind on a web-page, it was necessary to extend the HTML language functions. It lead to the appearance of its new versions (the latest one is 4.0.) and also other languages – XML (Extensible Markup Language), XSL (Extensible Style Language), 3DML (Three Dimensional Markup Language), etc. For example, XML – is the extended language to describe documents – represents a very powerful language which is to replace the HTML language as a Web language. At present the XML language is realized to the fullest in the browsers of the fifth generation. This language is fit to create other languages (such as HTML). Thus, the possibility to use graphics, sound and video for the web-pages creation has transformed a hypertext document to a hypermedia-document.

As it was mentioned, HTML-files located in Internet and belonging to one person or a company, are grouped into sites (or nodes). All the pages of one site are tried to be executed in uniform corporate style, which is considered to be the sign of webmaster (programmer) professionalism and it creates the corresponding image to its owner. In this way, a Web-site is a group of web-pages, connected with hyperlinks and united by a common topic, author and company, etc. Physically it can be located at many servers, and not only at one.

Rather conditionally sites are divided into a set of categories, though in different countries the category quantity and their names are different too. As an example let’s cite the names of site types and their characteristics, in accordance to which sites are classified in the MAIL.RU catalogue. 

Corporate site is a site which belongs to a company or commercial organization or noncommercial organization created to present information about its activity.

Personal site (or personal home page) is the representative site of some person. A concrete person creates it in order to tell about him/herself, his/her activity, hobbies or to offer some services. In order to insert a personal Web-page, it isn’t necessary to have your own Web-server. Many providers offer to their clients Web-pages free of charge at their server.  

Private (family) site is a site created to introduce someone’s personality.

Information site is a site meant to distribute information about other people, organizations, events, processes and objects (for example news agency).

Site-services are sites providing chargeable or free of charge services in the on-line mode (via Internet): search systems, catalogues, forums, chats, workshops, different archives, Internet-shops. 

Portals are the highest degree of the site development. It represents the web-node, covering broad range of topics. For portals it is common to have multitude of different services and information divisions, which are unified in structure and logic. It is meant that a portal is a starting point to surf in Internet. It can be recommended as a home page, displayed by your browser on default. Such portals as Yahoo!, Excite, Licos offer their free of charge services for advanced training, for work with Web: Web guide, Search Engines, «lobbies», e-mail accounts, news services, rooms for computer games etc. The competition among portals is rather tough and as soon as a new service is introduced, it is copied by other portals at once.

Many different programs-clients, which are called the WWW viewer programs or browsers, are developed to work with HTML-documents. A program, executed by a user’s computer to connect with the required Web-server in Internet, and also the subsequent download and a Web-page display, is called a web-browser. Web-browsers must comprehend a displayed text and display it, at least.  A modern web-browser possesses multimedia means including the capability to reproduce sound, video and two- and three-dimensional images.

As a Web-browser has the possibility to interpret and display files of different types, it can be used without connecting to Internet. For example, Windows, applies the Internet Explorer browser to open most of image files, if applications specially meant for this purpose aren’t installed.

At present time the most popular are the Opera, Chrome, Mozila and Microsoft Internet Explorer browsers. They are regularly renewed, hence it is recommended to follow the latest versions. 
E-mail
The oldest Internet service is E-mail. E-mail is one of the most modern, quick, reliable and economic means to exchange messages between users. In 1971 the first program for e-mail service was developed. In 1972 the sign “@” was applied to indicate an addressee in e-mails.

E-mail permits to send text messages from one computer to another one located in any place of the world within seconds. It is possible to attach files with any binary information – images, sound data, video to text messages, hence everything which can be transformed to the digital format. However in general these should be text files. Though program files, digital photos, graphics, slides, etc. can be transferred from one computer to another one, their transfer is usually realized by means of the more suitable means to transfer files – via the file transfer protocol - FTP. FTP was specially created for this purpose and it masters this task in the more efficient way.

To work with e-mail at present time two protocols SMTP - Simple Mail Transfer Protocol and POP - Post Office Protocol are used, which are standard Internet protocols, built on the basis of TCP/IP protocols. The SMTP-server sends messages by destination and the POP-server accepts messages and stores them.

The software to work with E-mail is called e-mail client. E-mail client is a program installed on a computer and meant to send and receive e-mails. E-mail clients belong to Web-browsers. However there are many other e-mail clients. For example, in the content of ОС Windows 98 – this is Microsoft Exchanger, in the Microsoft Office packet it is Outlook Express, programs of other companies The Bat!, Pronto, Eudora.

Choosing the e-mail client the following parameters should be evaluated:

· Interface convenience,

· Presence of Address Book,

· Capability to code and decode attached files,

· Capability to check spelling.

There are three means to work with e-mail: offline, online and disconnected. In the first case (offline) an e-mail client reads the mail from a server, saving it at the local computer. Then e-mails can be viewed, deleted or e-mails can be grouped locally, there is no necessity to connect to a server. In the second case (online) the e-mail is stored at a server and all the operations at it are executed directly at a server. In the latter case (disconnected) e-mails are left at a server and at this on a computer a back-up copy is created with which a client works then. 

For offline and disconnected means there are special synchronization algorithms. It is important if a user uses several computers to work with his e-mail.

For off-line access the POP protocol is quite fit, however for two other means (offline and disconnected) which are more convenient to work with several computers, the IMAP (Interactive Mail Access Protocol) protocol is more logical. 

Email-address

In the postal mail an address on an envelope consists of two parts: address (where) and the addressee (To Whom). In the same way two parts of an electronic address are made: To Whom and Where. As a rule in an electronic address these two parts are divided by the “@” symbol:

to_whom@where or name@domain.

The left part is the user’s identifier (his/her name), the right part is the domain name of the server, where the e-mail box is introduced.

As a user’s name a special identifier, containing letters of Latin alphabet or numbers is used. Most often an identifier is connected with the user’s name or surname and it should be unique for this domain.

The official name of the “@” symbol is “at” or “commercial at”, however it hasn’t been accepted in international medium.

That’s why in different countries different slang words are used for it. In Russian it is “dog” or ”doggie”, In Germany it is “hanging monkey”. In France in 2002 the law was adopted which obliged to call this symbol as “arobace” or “arrobe”.

Both parts of the e-mail address can be divided into segments, separated with dots, for example:

Ivan.Ivanov@mail.ru 

The register of letters sometimes is significant. In the user’s name it is almost always acceptable to use the underline symbol _. For example,

Ivan_Ivanov@rambler.ru 

vy_h@inf.maps.spb.ru
In the last example vy_h is the user’s identifier, composed, for example, of the initial letters of the name, patronymic and last name (Victor Y. Helman). To the right of the @ sign the domain is situated. To decipher the address the domain is read from the right to the left. The component parts of the domain are divided by dots .ru (in the example) and it is called the domain of the upper level and identifies Russia, spb – is the next subdomain, identifying Saint-Petersburg; maps is the organization name abbreviation; inf – is the computer name, registered on the e-mail node, where the user vy_h has the e-mail box. 

Mail lists
Under the mail list the mechanism, permitting to send an electronic mail to some group of subscribers, is understood. The mail list is distinguished as notification (a moderator sends information, subscribers get it) and as group communication (subscribers communicate with each other). In the latter case a mail list has a group address – messages sent via it are obtained by all the subscribers. A moderator distributes the rights of participants – who can only read a mail list and who can write down messages there.

Mail lists can be public and closed. Closed mail lists are the instrument of the common work, usually they are created and ruled inside some particular company. For public mail lists, as a rule, the subscription and unsubscription rules and also of the communication inside it are defined. 
Mail lists are one of the most popular means of discussion group organization by means of e-mail. In this case when the e-mails sending should be realized to the big quantity of addressees, it is convenient to use a system grouping the e-mail addresses of people, connected by common interests, in lists. The usage of mail lists significantly simplifies the users’ work as it isn’t necessary to know e-mail addresses of all their colleagues as e-mails are sent automatically to them.

Mail lists are known under the names List, Mailserver, Listserv, Listservs, Lisyserver. For example, the «Listserv» name is connected with the fact that a computer called a «server», stores a list of e-mail subscribers’ addresses where it send text data or “mail”.

 Subscribers can cancel the subscription as easily as they can subscribe, only by sending the required command to the e-mail address of the corresponding Listserv.

In order to obtain the strictly definite mail lists, in the first turn, it is necessary to register a subscription, sending the corresponding e-mail to the Listserver address (a computer which stores the subscriber lists and sends e-mails). The general principle which is necessary to master is that at every Listserver many subscription e-mail lists of different subjects can exist and exist as a rule. That’s why subscribing to one of them, it is necessary to indicate in the request to what mail list you want to subscribe. Most of Listserver addresses have the following format.  

listserver@computer.institution.domain
However it is necessary to know not only the subscribed list’s name, but also the e-mail address of Listserver where this list is stored. There are many medicine lists with the information about different ListserverS which offer to take part in discussions of interest.

Below you will find examples of several medical  Listserver servers:

	List name
	Listserver addresses
	Description

	ANEST-L
	listserv@ubvm.cc.buffalo.edu 
	Anesthesiology

	CCM-REQUEST
	listserv@ubvm.cc.buffalo.edu 
	First aid

	EMED-L
	majordomo@itsa.ucsf.edu
	Resuscitalogy

	OB-GYN-L
	listserv@bcm.tmc.edu
	Obstetrics and Gynaecology

	MALARIA
	listserv@wehi.edu.au 
	Malaria


UseNet news groups. Discussion groups

On of the oldest Internet services which appeared 10 years earlier than World Wide Web is the news group UseNet (User Network) – user’s network, available to everyone, in the frames of which people with common interests can discuss their problems, exchange their opinion by e-mail. Such means of information exchange is called a discussion group.

Discussion groups are the communication means of a group of people who have common interests, some kind of electronic paper, whose subscribers are its correspondents at the same time.

Each discussion group has its own subjects, also called newsgroup ((Usenet Newsgroup). Information placed in a discussion group becomes available to everyone for certain period of time. The information distribution in such a form is provided by special servers. Everyone who wishes can place his/her article in a group or to answer someone’s message.   

In order to send a letter to a discussion group one should indicate its name in the letter head and to send this letter to the special discussion group server address. After the letter receipt a discussion group server will automatically send it to other discussion group servers and they will transfer it further and during 24-48 hours all the country servers and some foreign servers will receive this letter. After its receipt every server will send this letter to all its users, demanded to send letters from this conference, i.e. during 24 hours this letter will find itself in e-mail boxes of all the readers of the corresponding discussion group header. In the result it will be read by thousands of users of different networks. 

In order to get all the letters sent to a discussion group, it is necessary to subscribe for it. Unfortunately, there are no common rules for all discussion group servers. One of the ways to subscribe for a discussion group, you are interested in, is to send a letter containing one word “HELP” to the discussion group address. Usually as a response a system of commands, supported by this server, is sent.

Letters, distributed via discussion groups are usually called articles.

Discussion groups are divided into moderated, the article placing is executed by the responsible person (moderator), executing censor functions and immoderated where the article placing is executed automatically by any user’s request.

In order to access a newsgroup a special program should be introduced – newsgroup reading program. By means of this program a user installs the connection with the news server, pays for the news groups which are of interest to him/her, looks through messages, sent by other participants, responds them or sends a new message.

Practically all browsers contain newsgroup reading program. Discussion groups, carried out in the frames of Usenet and Relcom networks, are the most popular.    

Lately most computers in the Usenet network have exchanged messages via the NNTP protocol - Network News Transfer Protocol.

At present time more than 10 thousands of news groups, covering wide range of topics, including medical ones, are distributed.

The newsgroup name, as a rule, consists of several parts, divided by dots. The first word in the name defines a category (or newsgroup hierarchy), to which this group belongs. Seven hierarchies are distinguished:

comp – computer subjects,

misc – special topics,

news – information about newsgroups themselves,

rec – topics connected with the recreation organization, hobbies

sci – scientific subjects,

soc – social and culture questions,

talk – discussions of general topics.

Usually discussion group server addresses are announced in a provider-company.

Chatting in Internet
ICQ (I seek you) – service (and corresponding program), which gives an opportunity to the network users to exchange messages in real time frame and also to organize chats, transfer files, etc. The peculiarity of this program is defined as a virtual pager: one can reach a user on whose computer this program is installed, even when he is not in Internet.

IRC (Internet Relay Chat – chat via Internet) – is service similar toUseNet, but the message exchange isn’t delayed

Formation principles of query for search. Search types

Information search in Internet

Sometimes they say that Internet resembles a huge interactive library, where it isn’t easy for a beginner to find his/her way. That’s why the information search in Internet is the most important operation mode.

The search for required subjects can be compared with an effort to find a needle in the haystack. Fortunately, there are special information search means called search systems. 

For example, Yahoo. Yahoo is a Web-sever, created in 1994. It stores huge base of these Internet resources, divided according to subjects, and electronic addresses of the corresponding sources. A user directs his Web-browser to the Yahoo server and makes the search in a database by key words (for example such a key word as “pathology”). The search result is displayed as a Web-page mentioning the connections found by the Yahoo server. The possibility to address to the Web for the required information became as natural as the reference receipt by the phone number “09”. 

There two basic search types, used in search engines: search by key words and search based on notions.

More often the search by key words is realized. The main idea of such search lies in reviewing catalogues and network services and choosing all the documents containing some set of key words.

Search based on notions is more flexible as it permits to obtain not only what is required evidently, but all the resources in the required subjects. However the base of this search is worse that the base of the search by key words 

Search systems of general destinations

Search systems of general destinations can be divided into:

- Subject catalogues of network resources, equipped by built-in functions of the review by key-words.

- Automatic search engines, providing the review of documents contained in their data base.

Several subject catalogues, used in Web, are mentioned below:

Server             

Address

Google


http:// www.google.com

Rambler       


http://www.rambler.ru
Яndex


http://www.yandex.ru
Yahoo


http://www.yahoo.com
The Whole Internet

http://nearnet.gnn.com/wic/newrescat.toc. 

WWW Virtual Library

http://info.cern.ch/hypertext/ 

Planet Earth Home Page
http://white.nose.mil/info_modern.html 

Global Network Navigator     http://www.digital.com/gnn/wic/ index.html

Automatic search engines also exist in different variants of execution. Below there are some automatic search programs with the addresses of servers where they are located.
Server


Address

Web Crawler 


http://www.webcrawler.com/
Alta Vista


http://www.altavista.digital.com/
Excite 


http://www.excite.com

Lycos Engine 

http://www.lycos.com 

CUI W3      


http://cuiwww.unige.ch/metaindex.html
All these programs are a bit different, so if an answer wasn’t found by means of one of them, it can be tried by means of another one. Such approach is realized by search programs called integrated search systems. For example, Web Search (http://www.web-search.com/search.html) permits to review practically all the resources of the World Wide Web, addressing to Yahoo, Lycos, Infoseek Guide systems and others.

Another example of an integrated search system is Infoseek Guide http://guide.infoseek.com/). Usually this system is used to search for documents by key words. The advantage of this system is the powerful search system in materials and archives of Usenet conferences.

For the preliminary choice of a search system the following recommendations can be used.

During the more extended search an approach can be the following.

If key words are known for sure, then it is more convenient to start the search with MetaCrawler (http://www.metacrawler.com). The MetaCrawler interface is easy in usage and permits to limit requests by concrete geographical regions and network domains. 

If it is known what to search for, but it is unknown how it is called and where it is located, then it is advisable to start searches with the Yahoo server - Yahoo Reference Collection (http://www.yahoo.cotn/Reference/). The systematized list of Yahoo resources is rather simple in usage and it gives an opportunity to start the search for materials according to the required subjects.

If it is necessary to make rather complicated search, then it is advisable to use the Alta Alta Vista (http://www.altavista.com/) search system. The system interface is rather simple and intuitively comprehensible.

Medical resources of Internet

In order to consider the basis of work in Internet, let’s pass to the description of what kind of new possibilities become available for doctors with the connection to Internet.

At the servers of the USA and Europe there is a great deal of medical resources impressing the imagination. Anatomic multimedia atlases, electronic versions of journals, materials of many conferences and symposiums, results of different scientific researches and achievements of practical medicine, extended databases of drugs, discussion groups – and still it isn’t the complete list of trends represented in Internet.

Pharmaceutical information is presented in rather accomplished way, including data about drug interaction (very often not free of charge). This data can be obtained in hospital or university libraries. Also multimedia teaching programs (i.e. using texts, graphics and sound) are available such as Virtual hospital, developed in the University of Iowa (USA). The National Health University of the USA provides with the clinical recommendations to treat different diseases starting with the prostate adenoma and to the pneumocystic pneumonia. However it is only an insignificant part of daily augmenting medical resources in Internet. 

Specialized medical search systems

In order to search for medical information it is convenient to use specialized medical search systems. The most popular ones are the following systems:

Search system
  

Address
Medical World Search 

http://www.mwsearch.com

Search MedWeb 

 http://www.gen.emory.edu/MEDWEB/search.html

MedBot 



http://med world.Stanford.edu/medbot /

MedExplorer 


http://www.medexplorer.com/

MedSeek 


http://www.medseek.com/

Medical Matrix 


http://slackinc.com/matrix;

http://www.medmatrix.org/index.asp

RxList, The Internet Drug Index 
http://www.rxlist.com/

HealthAtoZ Search Engine
http://www.HealthAtoZ.com/

Achoo 



http://www.achoo.com
Let’s consider them in more details

Medical World Search (http://www.mwsearch.com) — is the first search system in WWW, specially developed in the medical field. The system permits to any medical worker who has basic knowledge in medicine, to formulate a request and to find information which was needed exactly. The system finds full texts in big volume of medical information and provides the results ranged according to their closeness to the user’s request. 

Search MedWeb (http://www.gen.emory.edu/MEDWEB/search. html) – is the library search system of the Scientific Health Centre of the Emory University.

MedBot (http://medworld.stanford.edu/medbot/) – is the search system of the Stanford University (USA), it can make the simultaneous search by 4 databases: reports, distance learning, medical news and medical images.

MedExplorer (http://www.medexplorer.com/) – is the search system «Health and medicine in Internet». The search by key words (up to three words) is realized in all the areas of medicine, including medical images and videoimages. Besides it permits to make the search of work, conference, possibilities to continue education, etc.

MedSeek (http://www.medseek.com/) – is the search system database and it contains information about more than 280 000 general practitioners and more than 450 hospitals and also the associated information.

The “Medical Matrix” – one of the biggest catalogues of medical subjects - should be specially distinguished. There are examples of just several divisions of this network reference book: information about the category of diseases, information about the medical specialties, medical education and advanced training, education and support of patients, medical establishments, centers and public health service employees, medical journals in electronic view.  

RxList — The Internet Drug Index (http://www.rxlist.com/) – is the biggest system of the drug search.

Moscow Medical Market (http://www.mr.ru) – is the information-search system of drugs, medical products and medical equipment. The system is supported by the Moscow government and it is directed to systematize information about the medical market of the Russian Federation.

Achoo (http://www.achoo.com) – is the search system oriented for the search of information mainly of the medical nature.

Bibliographic systems

The most powerful medical bibliographic and library systems are the Medline, Search MedWeb (http://www.gen.emory.edu/MEDWEB/search. html), Medscape (http://www.medscape.com) systems and the system of the National Medical library of the USA.

Search for information about people and organizations

If it is necessary to find a doctor of the certain speciality possessing certain techniques or a hospital treating certain pathologies, then it is convenient to use the MedSeek (http://www.medseek.com/) and Doctor.Ru (http://km.ru/health/, division – Health shop) systems.

In case where it is necessary to find an e-mail address or mail address, phone numbers by the last name of a person or company name, it is advisable to address to special search systems such as:

- Catalogue «Medical Matrix» (http://www.slackinc.com/matrix);

- Search system MedExplorer (http://www.medexplorer.com/);

- System of user’s e-mail search – http://www.whowhere.com/;

- Electronic version of the Yellow Pages of Internet reference book – http://www.yellowpages.com;

- The server subdivision W3 Search English for Internet users – http://www.osiris.sunderland.ac.uk/rif/W3searches.html;

- Search system – http://www.yp.BellSouth.com;

- Search system – http://www.Bigfoot.com.

Search of information about scientific-medical conferences

In the first turn it is advisable to address to the Medline, Medexplorer (http://www.medexplorer.com/) and Doctor.Ru (http://www.doctor.ru) systems.

Search of information about scientific research support funds

It is advisable to start the search for foreign grants with the acquaintance with the American Educational centre servers (http://www.actr.org.ru), German Cultural Centre named after Goethe (http:// www.goethe.de) and British Council (http://www.british-council.ru), which contain information about provided grants to carry out scientific researches in these countries.

Questions for seminar:

1. The notion of computer network. Basic communication model.

2. Classification of computer networks:

- by the management means;

- by the information transmission speed;

- by scales of geographical distribution;

- by the transmission medium type;

- by the connection topology.

3. Network architecture and OSI model.

4. Protocols and network standards.

5. Global network Internet.

6. Addressing in Internet: IP address, domain name (DNS-address); URL-address.

7. Internet services.

8. E-mail. E-mail address.

Questions for home study:

1. Telemedicine. Distance teaching. Regional networks.

2. Modern state of telecommunications in Ukraine.

3. Lists of e-mail distribution.

4. Groups of news UseNet, teleconferences via e-mails.

5. Principles of the formation of a search request. Types of searches in Internet.

6. Medical resources of Internet.

TOPIC 4

Coding and medical-biological data classification. The bases of STANDARTIZATION, formalization and algorithmization of medical tasks
Topic’s plan:

1. Classification and coding history
2. What is the classification?

3. Code types
4. Classification and coding
5. International classification systems
6. Algorithms and their properties

7. Algorithm types

The tools of medical informatics are not only computers but also clinical guidelines, official medical terminology and standards, also different informational and telecommunicational systems. Almost all standard of medical informatics are regarded somehow the electronic medical data interchange and electronic health history maintenance. Some standards decribe terminology should be used for health history, other standards support the transmission of medical documents and images to electronic form, others describe the methods of data organisation for electronic health history. 

The aim of the development of medical informatics standards is to propose the universal language to the physicians dealing with informational technologies, as well as Latin language. Generally, these standards regulate electronic medical records and make different medical workers from diverse countries understand the information kept in electronic health histories. Here computers serve as translators from natural medical language to unified electronic one. 
In this connection, last decade shows the concentration of medical informatics specialist on two main problem domains: medical terminology standardization and standardization of medical records transmission to electronic health history.

In paper documents (health history, examination form) lots of data like diagnosis, anamnesis, physical examination data, roentgenogram description, can be represented in a form not conforming to a regular or formal structure, textual or numeric. It results in rising of synonyms amount. Besides that, the person who is not an author of the document can interpret the data incorrect or ambiguously. 

Appearance of electronic health history helps to store patient data and use it for statistical data manipulation or scientific researches. For instance, database allows to reveal negative drug interaction for combined medication and show up contraindication to its combined application. Such system works properly only if all the disease data and symptoms are recorded according to standards. But databases and statistical software can work just with restricted sets of entities or classes of objects. The rules of object reffering to the class meet the requirements and criteria.

Decreasing of information or loss of information always accompanies the classification of some event but it is not always shortcoming. Appropriate level of detail and classification structure depend on purposes. Therefore diagnosis classification in health care statistics, for example, differs from classification used at municipal hospital.

The textbook material given here is based on standard terminology provided by the International Standard Organisation (ISO) and the International Electrotechnical Commission (IEC). Such ISO terminology is grounded on three main elements used in so called semantic triangle: 1) object, 2) notion and 3) term. Object is a defined material (stomach, for instance) or abstract (for example, a noun or noun phrase) thing or a phenomenon that exists in reality. Notion is a mental (abstract) conception that can form the group of objects using similar properties of its elements (like a biological organ). Term is a word or phrase used to describe an object or to express a notion in a particular kind of language..

Classification and coding history
There is no a standard approach to the coding and classification. The International Classification of Diseases (ICD) is the most widely used in the health care systems. 
The first attempt to classify diseases was the written reports of London about the death rate in 1629. In 1891 the International Statistical Institute (ISI) entrusted to the Committee under the direction of Jacques Bertillon, the head of the Statistical service of Paris, the preparation of the death causes classification. Bertillon provided the report of this Committee to the International Statistical Institute, which accepted this report in the session which took place in Chicago in 1893. 

The death causes classification of Bertillon won the common recognition and was accepted for use by several countries. The list of the disease causes was regularly revised under the observation of ISI until its fifth edition inclusively in 1938. Moreover, the code list was mostly used for the death-rate statistics. Health insurance companies, hospitals, medical establishments, army and other organizations needed the list extension by the disease registration codes. The 10th edition of the International classification of diseases (ICD) and problems connected with health is the latest one in the series of the classification revisions, which was started in 1983 as the Bertillon Classification or the International List of the death causes and in 1948 during the 6th edition it was expanded due to the inclusion of health conditions not leading to a lethal case. 

The aim of ICD is the creation of conditions for the systematized registration, analysis and interpretation and comparison of data of the death-rate and sickness rate, obtained in different countries and regions and in the different period of time. ICD is used for the transformation of the verbal formulation of the diagnoses and other problems, connected with health, into alphanumeric codes which provide the convenience of data storage, extraction and analysis. ICD has become the standard diagnostic classification for all general epidemiologic aims and many aims connected with the health care control (see below). 

What the classification is
Classification term has two different values: first – it is the process of the classification system projection, second – it is the coding process itself (the object description by means of codes and conditions) in the frames of the certain classification system. Classification is the basis of coding.

Here we will use thus term only in the first meaning, i.e. classification is the system of notions, ordered in the range of the certain field, with evident or not evident principles of organization. The classification is based on preliminary knowledge and forms the key to the knowledge widening (deepening).

The classification aim lies in supporting the creation of the health care statistics or making the research easier. The classification of electrocardiogram or diagnoses deviations in the certain disease class can be the example.

During the classification notions are ordered by the generic relations. Generic relations are relations of “A of the generation B” type. For example, pneumonia is the lungs disease, where pneumonia is the narrow notion, whereas the lungs disease is the wider notion.

The classification permits to put in order notions in the frames of the certain field. The examples of the fields are diagnoses, medical procedures, etc. In this respect the ICD-9 – International Classification of Diseases, 9th edition is the diagnoses classification. It permits to compare obtained results, gathered in different fields.

In the classifications where more than one ordering principle is used, the situation becomes more difficult. In the diseases classification we face different aspects, among which there is the anatomic disposition, etiology, morphology, dysfunction, etc. Each of these aspects can be used for ordering. Such ordering by means of the classification by a certain feature is called axis. Multiaxial classifications use several ordering criteria simultaneously. In the International Classification for Primary Care (ICPC, see below), for example, diagnoses are classified between two axes; one of them is for the organism systems (letter) and the other one for components (see Table 2).

Code types

Classification coding (hereinafter referred as coding) is the process of referring of an individual object to the certain class or set of classes in case of multiaxial classification. In most of classifications, classes are indicated by codes. Coding, factually, is the interpretation of the object’s different features. Codes can be defined as numbers, letters or both. Below you will find different types of codes.

Numeric codes can be presented sequentially. It means that every new class gets the next non-used number. The advantage is that new classes can be easily added. Numeric codes can be presented at random in order to avoid any concrete information hidden in the code.

Mnemonic codes are formed out of one or several class symbols. It helps to the users to memorize codes. However, for the classification with many classes it can either lead to long codes or to codes not similar to the class heading. Thus, mnemonic codes are used for the limited class lists, in general. For example, patients of a ward are indicated by means of mnemonic codes.

Hierarchy codes are formed, expanding the current code for one or more additional symbols for every additional detail elaboration level. A hierarchy code carries the information relative to the detailed elaboration level of the related class and relative to hierarchy relations with its parental class. This coding means is similar to the structure of the hierarchy database with more general class (parents) at the highest level and minor classes (children) at lower levels. It means that the data can be restored, using hierarchy codes at some level, even at the lower levels important modifications are made.

Comparison codes (or combination, or composite codes) are complicated codes which consist of parts (segments). Each segment characterizes a class related to it. In ICPC, for example, the diagnostic code is formed by means of a code which is composed from one letter (mnemonic code for interpretation) and two-digit number. For example, all codes with the symbol “D” are connected with the digestion process and all the codes which begin with “N” describe the nervous system disorders. 

Another example is the medical procedures classification, which uses ordered principles: action, equipment, target and anatomic position.

The combination of 100 anatomic positions with 20 different actions, 10 different tools and 5 different targets leads to the capacity classification system in 100000 classes and codes. The only means to overcome this burst is to use the combination code. Combination six-digit digital code, which consists of 4 parts (segments), describes: action (2 digits), equipment (2 digits), target (1 digit) and anatomic position (1 digit), respectively. Coding services are to distinguish only 135 codes which can be generated into 100000 combinations.

Classification and coding

Classification problems should be distinguished from the coding problems: classification problems concern the ordering of notions in certain respects, which are logically built and convenient for the usage of potential users of the classification.

Coding problems concern the technical support which is provided in order to give the possibility to encoders to set certain values to the required class and to set the correct code.

During the diseases classification development, etiology, disposition and pathophysiology mechanisms classification principles are important. However, we can’t apply each classification principle to all the diseases. Using the etiology as the classification principle, we can classify “virus pneumonia” as a virus disease, but we can’t refer it to the same level of confidence to some class of “pneumonias”. This way, pneumonia will be classified as the lungs disease according to the additional anatomic classification principle.
International classification systems

ICD 

ICD (International Classification of Diseases) is the coding system for the generalized records of a patient. The latest version is ICD-10, published in 1992. ICD is currently under revision, through an ongoing Revision Process, and the release date for ICD-11 is 2018.

ICD is composed of the basic classification of three-digit codes, which is the minimal requirement for the announcement about the death rate statistics to the International health care organization. The code starts from the letter which corresponds to the certain disease class, then it is followed by two digits, specifying a disease (see Table 4.1). Non obligatory third digit followed by the dot, provides the additional detailed elaboration.
Table 4.1. ICD system classes 

	I
	A, B
	Some infectious and parasitic diseases

	II
	C, D48
	New growths

	III
	D50-D89
	Diseases of blood, blood-forming organs and separate disorders, involving the immune mechanism 

	IV
	E00-E90
	Diseases of endocrine system, nutrition and metabolism disorders

	V
	F00-F99
	Mental and behavior disorders

	VI
	G00-H99
	Diseases of the nervous system

	VII
	H00-H59
	Eye and its additional apparatus diseases

	VIII
	H60-H95
	Ear and mastoid diseases

	IX
	I00-I99
	Circulatory system disease

	X
	J00-J99
	Respiratory organs diseases

	XI
	K00-K93
	Digestive organs diseases

	XII
	L00-L99
	Skin and subcutaneous retina diseases

	XIII
	M00-M99
	Musculoskeletal system and connective tissue diseases

	XIV
	N00-N99
	Urogenital system diseases

	XV
	O00-O99
	Pregnancy, parturition and post-natal period

	XVI
	P00-P96
	Separate conditions during the prenatal period

	XVII
	Q00-Q99
	Congenital anomaly [blood defects], deformation and chromosome defects

	XVIII
	R00-R99
	Symptoms, signs and anomalies, revealed during clinical and laboratory investigations, not classified in another sections

	XIX
	S00-S99

T00-T98
	Traumas, intoxication and some other sequences of the external causes

	XX
	V, W, X, Y
	External causes of the sickness rate and death rate

	XXI
	Z00-Z99
	Factors which influence the population health condition and appeals to the health care establishments


For example, the diagnosis - quinsy belongs to the class X Respiratory organs diseases and it has the code JO3. The disease Streptococcal meningitis belongs to the class VI Nervous system diseases and has the code GOO.2, at the time when Streptococcal meningitis has the code GOO.3.

ICPC
World Organization of National Colleges, Academies and Academic Associations of General Physicians didn’t accept ICD and used its own classification – ICPC (The International Classification of Primary Care). The detailed elaboration level of this system is less than in ICD. It is used not only for the diagnoses coding, but also contains the codes of causes for the substantiation of diagnosis, treatment procedures codes and laboratory researches.

ICPC is the double-axis system (see Table 4.2). The first axis, oriented towards the organism systems is coded by a letter, and the second axis, component is coded by means of 2 letters. In this system the diagnosis pneumonia is coded by R81 (R for the respiratory tract and 81 for the diagnostic component). Codes which can be applied in more than one system are described as double component. Such codes require the combination with the letter system. For example, the code of the procedure 42 (electric investigation) of the component «Diagnostic equipment and prevention» can be used for coding the electrocardiogram registration, using the combination K 42 (where K is the identification for the organism system «Blood circulation»). 
Table 4.2. ICPC system structure

	
	Organism systems

	Components
	A
	B
	D
	F
	H
	K
	L
	N
	P
	R
	S
	T
	U
	W
	X
	Y
	Z

	Symptoms and complaints (1-29) 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Diagnostic equipment and prevention (30-49)
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Processing and treatment (50-59)
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Test results (60-61)
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Administrative (62)
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Other (63-69)
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Diagnoses (70-99)
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	A   General    
B   Blood          
D   Digestion           
F   Eyesight           
H   Hearing       
K   Blood circulation    
L   Musculoskeletal

N   Neurologic

P   Psychological
	R   Respiratory 

S   Skin
T   Endocrine system, metabolism
U   Urology
W   Pregnancy, family planning
X   Female reproductive system
Y   Male reproductive system
Z   Social problems


DSM

The coding system (DSM— Diagnostic and Statistical Manual of mental disorders), developed by the American Psychiatric Association, serves to the diagnostic aims and statistic processing of the mental disorders. The first edition (DSM-1) was published in 1952. During the elaboration of the next versions (DSM-II,  DSM-III, DSM-III-R, и DSM-IV) the ICD system was taken as the basis. DSM – is the multiaxial classification system. Similar to ICPC, DSM is also used to determine the disorders, i.e. criteria for diagnosing.

In DSM systems disorders are classified along 5 axes:

· clinical syndromes;
· dissociated personality and special disorders, connected with the growth;
· important physical conditions;
· presence of psychological stresses;
· full psychological functioning.
SNOMED

SNOMED (Systematized Nomenclature of Human and Veterinary Medicine) allows the coding of several disease aspects. SNOMED is published in 1975 and was re-published in 1978. SNOMED is also the multiaxial system. The SNOMED code consists of 11 modules. Each of these modules forms the complete hierarchy classification system (see Table 3).

In SNOMED a diagnosis, consists of the topographical code, morphology code, organism system code and function code. When the precise reason for the combination made up of these four codes exists, the required diagnostic code is considered to be found. For example the code of the disease D-13510 (Pneumococcal Pneumonia) is equal to the combination:

T-28000 (topological code for Lungs), 

M-40000 (morphological code for Inflammations) and

L-25116 (for Pneumococcal Pneumonia) along the organism axis.

For example, tuberculosis (D-14800) can be coded as Lungs (T-28000) + Granuloma (M-44000) + Tuberculosis Mycobacterium (L-3801) + Fever (F-03003). However, it can mislead as tuberculosis isn’t related only to lungs.

SNOMED can also unite medical notions, using so-called combined codes or codes located next to each other to form more complicated notions. The rules of the unification of the SNOMED conditions for the formation of a complicated notion haven’t been developed yet. Any two SNOMED terms can be united. It means that there are different ways to express a code of this or that notion. This freedom of the code unification brings to inaccurate results and it is practically impossible to check their accuracy by computer.

Table 3. Divisions of the SNOMED International classification.
	Axis
	Definition
	Description

	T
	Topography
	Anatomic conditions

	M
	Morphology
	Changes, found in cells, tissues and organs

	L 
	Organism life 
	Bacteria and viruses

	C
	Chemical
	Drugs

	F
	Function
	Signs and symptoms 

	J
	Studies
	Conditions which describe studies

	D
	Diagnosis
	Diagnostic conditions

	P
	Procedures
	Administrative, diagnostic and therapeutic procedures

	А
	Physical representatives, forces, actions
	Action devices disease-connected

	S
	Public content
	Public conditions and important interactions in medicine

	G
	General
	Syntactic unions and definitions


Considering the possibility of using SNOMED nomenclature, it is necessary to mean that it is primarily intended to formalize the description of the results of clinical observation. As its logic model the authors propose the following formula:

For the patient from the social environment S profession J [procedure P applied to the place T  revealed the morphology M, the organism life L, chemical, drug and biological product C, function F, physical impact A, disease or diagnosis D] [modificator G]. 

In order to facilitate the use of SNOMED nomenclature it was developed software for automatic and semi-automatic assignment of codes to the results of diagnostic tests. Given the above orientation, flexibility and international character of SNOMED nomenclature the Committee for Standardization of transfer of the medical imaging DICOM has recommended it as the coding system for transmition images and text data together (see below).
Formalization. Algorithms and their properties
Computer as an instrument of general and medical informatics is an formal executor and can work only by specified program. In this connection, Informatics makes much of investigation of algorithms properties, software and methods of its building. Programming became separate theoretical and practical field. Basic methods of formalization applied in algorithmization and programming allow discovering algorithms and programs as kinds of informational models discussing further.
Formalization of an algorithm is the process of creating a formalized structure that includes information about an object in form of algorithm. Usually the task which has an algorithmic solution is not isolated one and it has strong connection with some part of our world named problem domain. Theoretical analysis of the task includes first of all the stage of construction of problem domain model: that is identification of problem domain objects, its properties and relations between them. 

Model also describes processes and actions being covered by problem domain that makes possible to formulate task (to formalize conditions) and actions (methods, ways) which help to solve such a task. As a rule, theoretical analysis defines set of initial data. It can be described (or pointed) with the help of variables of simple types. Uniform variables can be put into arrays, different-type variables form records, and some data can be arranged into objects. It is said that data structure is an informational model of the task problem domain. 


The solving of the task boils down to a reorganization of the initial data to obtain required result. Such reorganization is described by an algorithm which is an informational model of an actor activity (activity of a user or any other system that interacts with the subject)

Algorithm is the ordered finite set of clearly-defined rules for the task solution in the certain number of steps. In other words, under the algorithm we understand the rules which indicate a sequence of actions and in the result of which execution we obtain the required result. Realization of the sequence of actions (or realization of the algorithm) is called the algorithmic process and each action – its step. In general, the algorithmization stage starts only when the task statement is understood, when the precise formal model exists in the frames of which the task solution will occur. From this point of view, the task preparation process foresees:

- task statement – the definition of its content and initial data

- the decision algorithm development – the choice of the solution method and the description of the actions sequence

- providing the solution algorithm – the algorithm structure scheme formation. 

Speaking of algorithms, it is required to consider the source of their origin.

The first source – is practice, our everyday life which gives the opportunity and sometimes demands to obtain algorithms by means of the description of different tasks solution. Such algorithms are called empiric.

The second source is science. Algorithms can be deduced out of theoretical provisions and set facts. Thus on the basis of theoretical laws algorithms to operate different technological processes can be built.

Different combination and modifications of already existing algorithms are the third source.

The examples of algorithms can be rules the drug preparation in the chemist’s shop, medicine application instructions, patient’s treatment process, etc.    

Any algorithm should have the following basic properties.

Definiteness (determinacy). The algorithm shouldn’t contain directions which content can be understood ambiguously. Besides, after the execution of the next algorithm directions any arguments shouldn’t appear, concerning which direction is to be executed next. In other words, during the algorithm execution the necessity to make decisions unforeseen by the algorithm former should never appear.

Generality. Algorithm is composed not for the solution of one concrete task, but for the whole class of one type tasks. In the simple case this algorithm variety provides the possibility to use different acceptable output data.

Discontinuity. The process described by an algorithm should be divided to the sequence of separate actions. Descriptions arisen represent the sequence of directions well-separated one from another, which form the discontinuous structure of the algorithmic process – only after the requirements of one direction are executed, it is possible to pass to another ones. 

Effectiveness – the obligatory algorithm property. Its essence lies in the precise execution of all the algorithm directions, the decision-making process (result obtaining) should be completed in the finite number of steps and an answer for the set task should be achieved.

Medical Information Standardization

Information as part of the process of the technical modernization of medicine stimulates the processes of its standardization. It occurs due to the need to use a unified system of coding and classification, harmonize terminology and regulate the key processes in medical information systems (MIS).

Standardization is the activity aimed at the development and establishment of requirements, regulations, rules, characteristics, both compulsory and recommended ones, designed to secure the consumer’s right to acquire goods and services of proper quality and their right for labor safety and comfort. The aim of standardization is to achieve the optimal degree of harmonization in some area or other through the wide and multi-faceted use of the provisions, requirements and regulations established to solve actual, planned or potential problems. 

Standard (the first meaning) is a sample, reference, model adopted as the basic one for other similar objects to be contrasted with them. A standard may be developed both for material objects (products, samples of substances) and for regulations, rules and requirements in various areas. 

Standard (the second meaning) is a regulatory document developed on the basis of consensus and approved by a recognized body that is aimed towards the achievement of the optimal degree of harmonization in a certain area. The general principles, rules and characteristics of various types of activities and/or their results are established in the standard for universal and repeated use. A standard has to be based on the generalized results of scientific research, technical achievements and practical experience. In this case, its use will provide the maximum benefit for society. Standards are taking an ever more significant place in the development of the information technology industry. Currently, over 250 sub-committees in official standardization organizations are working on information technology standards.

Standardization is carried out on various levels. The level of standardization depends on the geographic, economic or political region of the world whose participants adopt the standard. If participation in the standardization is open to the relevant bodies of any country, it is international standardization. Regional standardization is the activity open only to the relevant bodies of one geographic, political or economic region. Regional and international standardization is carried out by the specialists of the countries represented in regional and international organizations. 

State standards are developed for products, works and services the needs for which are of an inter-industry nature.

Industry standards are developed for the products of a certain industry. Their requirements should not run contrary to the compulsory requirements of the state standards and the safety rules and regulations established for the industry. Such standards are adopted by state authorities (e.g. ministries), which are responsible for the compliance of the requirements of industry standards with the compulsory requirements of state standards (GOST).

 Objects of industry standardization may include:

- the products, processes and services used in the industry;

- rules concerning the organization of industry standardization works;

- typical designs of the products used in the industry (tools, fasteners etc.);

- the rules of metrological support in the industry. 

Currently, the leading international standard development organizations include the following ones.

 1) International Organization for Standardization ‑ ISO. The sphere of activity of the ISO is related to standardization in all areas except for electrical engineering and electronics, which are included in the competence of the International Electrotechnical Commission (IEC). Some types of works are carried out through the joint efforts of these organizations. Besides standardization, the ISO is also occupied with certification issues. The ISO considers its tasks to be the contribution to global standardization and related types of activities to ensure international exchange of goods and services, as well as the development of global cooperation in the intellectual, scientific and technological and economic areas. The ISO includes some 120 countries with their own national standardization organizations. Besides that, some 500 international organizations, in particular, all the dedicated agencies of the UNO working along related lines, maintain communication with the ISO. Virtually all the members of national standardization organizations are simultaneously members of the ISO, so the ISO standard is used as the basis in the development of regional standards. The closest cooperation is maintained between the ISO and the European Committee for Standardization, CEN (French: Comité Européen de Normalisation) – an international nonprofit organization whose basic goal is to contribute to the development of trade in goods and services by developing European standards (Euro norms, EN). In total, three organizations (ISO, CEN, IEC) cover all the areas of technology with international standardization and interact in the area of information technology and communication on a stable basis. ISO international standards do not have the status of mandatory for all the member countries. Any country of the world may adopt or not adopt them. The solution of this issue mostly has to do with the degree of the country’s involvement in the international division of labor and the state of foreign trade. 

2) The International Electrotechnical Commission (IEC) is occupied with standardization in the area of electric engineering, electronics, radio communication and instrument making. These areas are not included in the ISO’s sphere of activities.

3) Joint Technical Committee 1 (JTC1).

In 1987, ISO and IEC (МЭК) joined their activities in the area of information technology standardization and formed a unified body – JTC1 (Joint Technical Committee 1). The committee is designed to form an all-encompassing system of basic standards in the field of information technology – from software engineering to computer graphics programming languages and image processing, equipment linking, protection methods etc. 
Standardization processes have also become ingrained in the medical industry, developing alongside with medical informatics. 

Medical information standards are understood as a set of regulating documents on the formation, communication and processing of medical information, including those in medical information systems (MIS). 

Effective information exchange both within medical institutions and with other organizations, including that through MIS, is impossible without the unambiguous interpretation of the concepts used in the numerous subdivisions of healthcare bodies. One of the conditions for the solution of this problem is to use a unified language, catalogue and thesaurus of metadata, which is also a subject of standardization.

Metadata literally translates as “data about data”, information about another set of data. Metadata are structured, encoded data that describe the characteristics of the objects carrying information and contribute to the identification, discovery, assessment and management of these objects. Metadata are necessary to describe the meaning and properties of information with a view to better understand, manage and use it. Libraries are a classical example: books (data) can be classified, managed and found only with the help of the relevant metadata (i.e. the title, the author and content keywords).

Electronic information storage and delivery generates many problems. Users should have an opportunity to find the necessary information, obtain access to it in the form acceptable to them. The creators of the information should be sure that their intellectual property rights are going to be protected, and administrators and other specialists should have opportunities to support electronic information, e.g. ensure its integrity for a long time. Metadata are a key component for the solution of these problems. In view of the fact that a significant portion of service problems may be and is actually solved without human involvement, metadata are divided into those designed for use by applications and for human use. In English, this division is reflected by the terms machine-readable and human-readable. 

In practice, metadata are usually presented in accordance with a certain format. Metadata formats are standards designed for the formal description of a certain category of resources, which are developed by international organizations or consortiums including the state organizations and private companies interested in the introduction of the standard (e.g. W3C, ISO, ANSI etc.)

Interest in metadata has grown significantly due to the intensive development of network technologies, which imply the formation and existence of numerous communities where people with various levels of knowledge and interests interact and the boundaries between traditional roles (e.g. doctor, programmer, engineer, nurse) are blurred. Due to this fact, one of the most promising metadata standards is the so-called semantic network technology developed by the W3C (World Wide Web Consortium). This standard implies the expansion of the opportunities for information search on the Internet. This is done due to the mechanisms of clear definition of the concept of information, which allows using it effectively in the joint work of computers and people alike. The semantic network technology contains a Resource Description Framework (RDF), mechanisms to describe the overall architecture of metadata, and ensures their compatibility by using common semantics, structure and syntax. 

The so-called Dublin Core is a set of metadata elements designed to facilitate the search for electronic resources. Initially, this standard was conceived as a tool for the author’s description of resources in the global network but gained interdisciplinary and international nature rather quickly. The basic Dublin group metadata set is one of the most frequently used standards designed to support the process of information search in general purpose resources, particularly for medical resources. 

Thesaurus in the general sense is special-purpose terminology, more strictly and particularly, a dictionary, a collection of information fully covering the concepts, definitions and terms of a specialist field or sphere of activities, which should contribute to correct lexical, corporate communication (understanding in the communication and interaction of individuals connected by one discipline or profession). Unlike a definition dictionary, a thesaurus allows detecting the sense of a concept not only through a definition but also by comparing the word with other concepts and their groups. This allows using a thesaurus to fill the knowledge bases of artificial intelligence.

A thesaurus, in particular, is a tool that can guarantee that the “transparent” information used in a medical institution (and communicated between various healthcare bodies and between medical and other organizations) is unified, i.e. the same concepts always correspond to the same metadata. 

Modern global medical standards may be conveniently divided into two groups: terminological standards and information exchange standards. 

 The most widespread terminological standards are LOINC, MeSH, SNOMED etc.

Medical Subject Headings (MeSH) are an all-encompassing controlled dictionary indexing journal articles and books on natural sciences; it may also serve as a thesaurus facilitating information search. MeSH has been created and is updated by the US National Medical Library and is used in Medline and PubMed evidence-based medicine article bases.

Example. According to MeSH, Second Primary Neoplasm, Metachronous Second Primary Neoplasms, Neoplasms Metachronous, Second Malignancy, Second Malignancies, Second Neoplasm is understood as tissue growth that follows the previous neoplasm but is not a metastasis of it. The second neoplasm may have the same histological type or a different one and may originate from the same organ as the previous neoplasm or a different one but in all cases results from independent tumor genesis. The appearance of the second neoplasm may be due to previous treatment or may be unrelated to it and provoked by a genetic or other factor.

The SNOMED nomenclature considered in the previous sections has become one of the significant international standards and is the recommended encoding system for the communication of text data for medical images. The committee of Digital Imaging and COmmunications in Medicine (DICOM) has selected this nomenclature to supplement its standards due to its flexibility and international nature. 

Each standard development group has a certain specialization; for instance, ASC is occupied with external electronic document exchange standards, ASTM – with laboratory test data exchange standards, IEEE (or “MEDIX”) – with medical data exchange standards, DICOM – with standards related to image exchange etc. The most serious and intensively developing standards gain the hardware and software support of such large medical equipment manufacturers as Philips, Siemens, Acuson etc. The issues of medical data exchange standardization are solved rather globally in a number of countries. For instance, in the USA, the HL7 (HealthLevel 7) national electronic medical data exchange standard was approved by the American National Standards Institute (ANSI) in 1996.

Health Level 7 (HL7) is a standard of electronic medical information exchange, management and integration standard. It provides a number of flexible standards, directives and methodologies with which medical computer applications can exchange information among themselves. Such directives or standards are a set of rules that allow disseminating and processing information homogeneously and contribute to clinical information exchange among medical organizations.

HL7 includes conceptual standards (HL7 RIM), documental standards (HL7 CDA), application standards (HL7 CCOW) and message exchange standards (HL7 v2.x and v3.0). The latter are of particular importance, as it is they that determine how to communicate information between the participants.

Another intensively developing medical standard is DICOM (Digital Imaging and COmmunications in Medicine). DICOM is an industrial standard for the communication of radiological images and other medical information. DICOM describes the “passport” data of the patient, the conditions of the examination’s performance, the patient’s position when the image has been obtained etc. so that a medical interpretation of the image in question could be carried out further on.

The standard allows organizing digital communication between various diagnostic and therapeutic equipment used in the systems of various manufacturers. Workstations, CT and MRI scanners, microscopes, ultrasonic scanners, common archives etc. made by various manufacturers can “communicate” with each other on the basis of DICOM using open networks with standard protocols. Using DICOM, one can carry out various medical research in geographically distributed diagnostic centers with the opportunity of information collection and processing in the proper place.

The medical standard developers that can be singled out also include CEN/TC 251 (Comite Europeen de Normalisation/Comite 251), which develops and implements standards for data exchange between independent computer systems and works along the following lines: information models and data formats in healthcare, terminology, semantics and knowledge bases in healthcare; communications and message communication in healthcare; medical images and multimedia; data communication between medical devices; protection, ensuring information confidentiality and integrity in healthcare; data exchange with removable devices (including magnetic cards).

The nationwide program of adaptation of the law of Ukraine to that of the European Union implies brining the national standardization system into compliance with the European principles. In particular, one of the lines of integration into the European community is the development and implementation of clinical guidelines (recommendations), clinical protocols and medical aid standards into everyday medical practice.

Questions for discussion:

1. The concept of the semantic triangle.

2. The definition of classification, its examples.

3. Types of codes: numeric, mnemonic, hierarchic and comparison codes.

4. The ICD coding system.

5. What underlies the DSM coding system?

6. What is the SNOMED coding system?

7. The ICPC coding system.

8. Define formalization and algorithmization.

9. What is an algorithm? What are its key properties?

10. The standard, standardization, international standard development organizations.

11. Metadata, the metadata format, the thesaurus.

12. Terminological standards.

13. HL7 and DICOM standards.

Algorithm representation means

 (self-taught material)

There are several means of the algorithm representation: verbal, symbolic, graphic.

Verbal means lies in the algorithm description in the terms of the Russian language. This means is rarely applied as the record looks rather bulky and contradictory algorithm interpretations can arise.

Symbolic means consists in the algorithm record by conventional symbols. This algorithm representation means makes algorithm record very brief and not visual.

Graphic means is the algorithm representation as a structured scheme, which is composed of separate blocks. This algorithm representation is the most convenient and visual.

For the task representation by the graphic means the following basic types of blocks are applied:

· Data input-output in a form meant for the processing (input) or reflection of the processing results (output) is marked as a block on a scheme.


· Block in the rectangle shapesymbolizes the execution of certain operations or operation groups. The execution of operations or operation groups in the result of which the value, presentation form or data location are changed is marked on a scheme.


· Rhombic block symbolizes the check of the certain statement execution to make a decision about the further task conditions fulfillment. Inside a block a condition to check is described. Possible operations are indicated in the block exit-lines. It is possible not to use downward arrows and arrows from left to right in case if algorithm lines don’t have the fracture. In all the other cases it is a must to indicate the direction of the flux line.
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- Algorithm beginning and end are presented as oval blocks


- In case of coalescence of flux lines, each of which is directed to the same symbol on a scheme, the place of the flux lines coalescence is marked by a dot.

During the algorithm structure scheme composition the former should keep to the following rules, so called rules to compose the algorithm structure scheme:

· any algorithm should have the beginning and end

· all the blocks besides the condition check, have only one exit

· all algorithm blocks have not more than one entrance

· algorithm lines can’t be branched

Algorithm types

Linear algorithms

Algorithm which contains only directions about the unconditional execution of the operation sequence, without repetitions or branching (simple sequence) is called linear.
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Fig. 4.1. Schematic image of the linear algorithm

Let’s consider the task which can be formalized by means of a linear algorithm.

Task 1. At acute and chronic bronchitis; appetite deterioration, digestion deterioration, a doctor, in particular recommends to a patient to take the origanum herb.

The application means and a dose are presented on its package in the following way: place 10 gr of the origanum herb (2 tablespoons) into the enamel ware, pour 200 ml (1 glass) of boiled water at room temperature, cover and brew it above the boiling water for 15 minutes. Store at a room temperature for 45 minutes, and filter, squeeze the remains into the strained solution. Pour the boiled water to the solution until it reaches 200 ml. Take warm by ½ glass twice a day 15 minutes before the food intake.

The fulfillment of this task is shown at Fig. 4.2.    

Branched algorithms

Algorithm where the check of the certain condition is supposed is called branched.

Branching is such an action organization form where depending on the execution or non-execution of some condition this or that action consequence is realized.

Condition is any statement or question where only two answers are possible “yes” (true statement) and “no” (false statement).
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Fig. 4.2. Structure scheme of a linear algorithm.

In order to follow the certain direction S, at first it is required to determine if the statement P is true or false. If the statement P is true, then direction S1 is followed and the direction S is completed (Fig. 4.3). If the statement P is false, then the direction S2 is followed (or it isn’t foreseen by the task condition) and the direction S is finished (Fig. 4.4).
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Fig. 4.3 Complete branching form             Fig. 4.4 Incomplete branching form

Let’s consider the task which is formalized by means of the branching algorithm.

Task 2. At the diagnostics of the gastrointestinal tract disease the acidity of PH medium is determined by means of the following criteria: PH<7 – acid medium, PH=7 – neutral medium, PH>7 – alkaline medium.

The solution of the task is presented at Fig. 4.5.
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Fig. 4.5. The structure scheme of the conditional algorithm

Cyclic algorithms

Algorithms where the multiple repetition of some sequence of actions is foreseen are called cyclic.

Cycle is the action organization form where some sequence of actions is fulfilled for several times until some condition is fulfilled.

There two cycle types:

Cycle – AFTER. In the cycle – AFTER structure in order to follow the direction S at first one should determine if the statement P is true or false. If P is true then the direction S1 is followed and it is determined whether the statement P is true. If the statement P is false, then the direction S is considered to be fulfilled (Fig. 4.6). 

In the cycle – BEFORE structure at first the direction S is followed and then it is determined if the statement P is true or false. If P statement is false, then the direction S1 is followed and it is determined whether the statement P is true. If the statement P is true, then the direction S is considered to be fulfilled (Fig. 4.7). 
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Fig. 4.6. Cycle-AFTER                              Fig. 4.7. Cycle-BEFORE
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Fig. 4.8. The structure scheme of the cycle algorithm

Task 3. To present in the graphical method the algorithm of the blood pressure value in aorta P in the range of 
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According to the task condition the same action is repeatedly executed at the sequentially increasing value t. The fulfillment of the task is shown at Fig. 4.8.

Questions for self-control:
1.Methods of algorithm representation: verbal, symbolic, graphical. 

2.Linear algorithm. 

3.Branched algorithm. 

4.Cyclic algorithm. 

topic 5
Visualization of medical-biological data. Medical images processing and analysis. Processing methods and analysis of biological signals
Topic’s plan:

1. Notion of medical imaging

2. Medical imaging as an object of the medical information.

3. Medical images acquisition methods.

4. Medical images processing.

5. Basic stages of visualization.

6. Signal registration and transformation into digital form.

7. Biosignals and their features.

8. Biosignal types.

9. Analogue-digital conversion.

10. Examples of biosignal analysis methods application
The notion of the medical image

The most perfect human sensor is a vision organ. The vision organs are formed by the mosaic of 125х106 scotonic (basillus) and 5,5х106 photonic (cones) detectors with the density of 1,6х105 receptors/mm2. The minimal energy of the irradiated light in the 380-760 nm band which an eye is capable to detect, is equal to 1,4х10-17 J. The maximum energy perceived by an eye is 109 times bigger. For the basillus the sensitivity threshold is equal to one quantum of the light energy, for cones - from 5 to 7 quanta. The information speed rate from the vision organ to the brain is the highest among all the sensors and is equal to 3х106 bits/secs. The eye properties above testify that thanks to vision a human is capable to perceive the biggest quantity of information within the shortest period of time.

Unique properties of human vision have conditioned the advisability of the different information presentation, including the one obtained during medical-biological, laboratory and clinical researches and examinations in the visual form, i.e. in the form convenient for the perception by a human eye. 

Introscopy – (lat. Intro – inside) is a visual object and process observation in optically nontransparent media by means of sound or radio waves, x-ray or infrared irradiation.

Tomography – (Greek tomos – layer) is the introscopy method which lies in obtaining a shaded image of separate layers of an investigated object.

During two last decades the medical imaging technology or inner human organs imaging technology has gone through the set of principle changes. Before at the doctor’s disposition there were only X-ray images which gave just some image of the investigated organs as the shadows overlapping images. These images possessed the bad contrast and the absence of information about the objects’ depth. 

The usage of computers gave the possibility to the development of new trends of tomographic imaging, as computer tomography (CT), magnetic resonance tomography (MRT) and positron emission tomography (PET). By means of tomographic equipment it is possible to get the shots of many sections of a patient’s body, which characterize the peculiarities of its anatomy and physiology. These shots show the different organs with the extreme sharpness and the organs’ images don’t overlap each other. The mathematical methods allow to reconstruct the three-dimensional organs’ structures by the multitude of the parallel sections.

The medical image can be obtained by the radiological or non-radiological means.

The aim of radiological methods is to make the information, which can’t be perceived by the eyesight directly, available for the visual perception. This information (image of organs or their parts) is obtained by the radiation, which is, as a rule, of the electromagnetic nature. The medical image of organs, obtained by radiological diagnostics means is the main information source in the health care field. All these methods for the image acquisition use the computing procedures.

By non-radiological methods the images, recorded by the video camera (endoscopy) or taken by a camera (microscopical images in histology, pathology, dermatological images, etc), are obtained. These image types also can be converted to the digital form and then processed.    

Further we will consider medical images, obtained by the radiological methods. That’s why under the notion of the “medical image” we will understand an image of the spatial distribution of any type of radiation, transformed into the visible part of the optical range available for the visual perception.

This image is either photographed or displayed in a computer screen. 

Medical image as the medical information object

All the diversity of medical images, regardless their acquisition means can be referred to one out of two main groups: analogue and matrix image.

Those which carry the information of the continuous nature are referred to analogue images. For example, the image at usual roentgenograms, scintigrams, thermograms. Analogue signals are continuous signals containing a lot of extra information.

Those obtained by the computer means are referred to matrix images. They are based on matrix stored in the PC memory. Matrix images are images obtained at the computer tomography, digital roentgenogram, MR tomography, computer scintigraphy with the computer processing of information, ultrasound scanning. I.e. matrix images in distinction from the analogue ones are of the discontinuous nature. As in the basis of the matrix images there is the computerized technology, they become available for diverse processing by the computer means. 

It should be noted that analogue images can be transformed to the matrix ones and vice versa, matrix ones can be transformed to the analogue ones. With this aim the special devices: analogue-digital (ADC) and digital-analogue (DAC) converters are used.

The matrix image is formed by means of the electron ray scanning by rows. This way the opportunity for the image perception in the real time frame is created. For this purpose a special display processor which is connected to a main computer by the connection system (interface) means is applied. The memory of the display processor is organized as a matrix where the special display part is meant for each element.

The similar elementary memory unit is called “pixel” (=picture element). This way all the display square represents a matrix – the aggregate of pixels. In the X-ray diagnostics the display square can be formed as the following matrixes: 32х32; 64х64; 128х128; 256х256; 512х512; 1024х1024 pixels. The bigger quantity of pixels the display square is divided to, the higher the image system resolution is.     

Each image pixel is recorded in the memory by the different quantity of bits – from 2 to 16. The bigger quantity of information bit each image pixel is represented with, the better the image is according to its visual quality and the bigger quantity of information about an investigated object it contains. This way, 6-bit pixel (pixel byte-record system), more often used in US diagnostics, contains 26 = 64 tints of the grey color (from black to white). In the radionuclide diagnostics a 8-bit pixel is mostly used, it has 28 = 256 gradations, i.e. grey level. It isn’t difficult to calculate that the matrix image of 64x64 pixels in the radionuclide diagnostics requires 4096 memory bytes and the images requires 128x128 pixels – 16384 bytes.

More advanced systems of radionuclide diagnostics have images of 256х256 and even 512х512 pixels. In order to form images of this kind it is necessary to have about 64 and 256 kilobytes of computer memory at a 8-bit pixel, respectively. The volume augmentation of the acting memory will inevitably lead to the information exchange rate decrease, which leads to the increase of time required for each image frame formation. That’s why the specified rasters (256x256 and 512x512) are mostly used to obtain static images, i.e. in the diagnostics of the focal changes in organs when the rough raster (64x64 and 128x128) are mostly used for the dynamic researches.   

All the medical images in the x-ray diagnostics can exist as the hard copy – roentgenogram, print on paper, photographic paper; magnetic carriers-tapes; discs; or in the unfixed form – on the display screen or X-ray diagnostic device.

Medical image objects can be divided into solid fragments (bones) and fragments which can be deformed (soft tissues); or for static fragments (skull) and dynamic (heart, moving joints).   

Medical images acquisition methods
Modern information technology can currently operate with three main types of images:
 - Two-dimensional / planar (2D-rendering) 
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— four-dimensional (4D-rendering), where the fourth dimension, time appears
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In order to get one or two-dimensional medical images the electromagnetic radiation and ultrasound can be used.

There are the following methods of two-dimensional medical images acquisition (2D images):

a) digital radiology; 

b) computer tomography;

c) nuclear magnetic resonance;

d) 2D – ultrasound

There are the following methods and sources of the three-dimensional images (3D images):

a) radiological images sequence or tomographic image of a dynamic object;

b) three-dimensional tomographic image of the immobile object’s part;

Let’s briefly describe the above characteristics.

Roentgenogrpahy – (usual radiology) uses the ionizing radiation from the X-ray source. This method is the most widely used in the radiology sections. An image is registered on a film, sensitive to X-ray beams, and then it can be coverted to the digital form. It is possible to obtain digital images, avoiding the X-ray film stage – in new devices which use special matrixes instead of films. 

Angiography shows vessels, removing images of unwanted structures (bones and inner organs). Researches are carried out in two stages. At first the images are obtained before the contrast substance injection and they are converted into the digital form. Then they are used for the mask formation which will be removed from images obtained after the injection.

Computer tomography also uses X-ray, but instead of one flat image CT-image is obtained in the result of the processing of many images, shot in different directions.

At the MR tomography a computer restores an image from the obtained radio signals, which intensity and longitude depends on the biological tissue characteristics. Not using the ionizing radiation, NMR gives images whose view depends on the metabolism and tissue characteristics.

Ultrasound research uses sound (mechanical) fluctuations of the high frequency. The probe irradiates ultrasound impulses and obtains the reflected ones, which are converted into the digital view by means of piezosensors. Signals obtained from several parallel channels are converted to the digital form and processed, in the result of which an image is formed. 

During scintigraphy the radioactive marker, which has the tropism to the certain tissue type is introduced to an organism. The radiation, radiated by the marker is fixed by means of radiation-sensitive camera. With the development of biological signals processing methods and systems and also their visualization methods it has become possible to obtain visual images of distribution of many informative parameters of biological tissues (IR-absorption, electric impedance, etc). The restored image is used for the organ function evaluation.

All the radiological methods of the image acquisition can be represented by the following scheme (Fig. 8.1).

The first unit in this scheme is a radiation source. The source can be placed behind a patient (for example at x-ray and ultrasound researches) or introduced to the organism (for example, at radionuclide researchers).

The next unit is a radiation detector. It indirectly interacts with an object (patient). Its purpose is to pick up the electromagnetic radiation or ultrasound fluctuation and to transform them to the diagnostic information. Depending on the radiation type a fluorescent display, photo or X-ray film, etc can serve as a detector.

In some diagnostic systems the information signals from a detector enter the conversion and signal transmission unit. The destination of this unit is to increase the information capacity of a signal, to remove “noises”, to transform it to the convenient for the further transmission type.
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Fig. 8.1. The image formation scheme

Then the converted signals are transmitted to the image sequencer. Its destination comes from its name – to restore the image of an investigated object – organ, body part, all human body. It is understandable that during the usage of different methods an image will be different. Roentgenogram mostly reveals the macromorphology of organs and systems. Radionuclide scintigrams represent the functional human anatomy in the first turn. The ultrasound research permits to judge about the organs structures and functions by means of their acoustic structure analysis. Thermography is the method of the human’s thermal field evaluation.

X-ray researches are planned and carried out by a doctor-diagnostician. It is a doctor specializing in the certain filed of the x-ray diagnostics or who mastered all its sections. His/her activity lies in obtaining the visual information, its processing, results interpretation and diagnostic solution confirmation. 

Medical images processing

At present times the digital medical images have replaced the analogue ones. The conversion into the digital form (starting from their acquisition or sequentially) simplifies the image processing, medical visual data transmission and storage. These possibilities have been significantly expanded with the appearance of an automatized working place (AWP) with the big memory volume for the data storage and sufficient calculative capacity.

Information technologies can help on all the stages of medical images acquisition and processing. Computers take the direct part in the formation of some image types, which can’t be obtained in a different way: computer tomography, positron emission tomography, nuclear magnetic resonance.

The digital image processing can be used with the following aim:

a) the improvement of the image quality, compensation of the registering system defects and noise reduction;

b) the calculation of important qualitative parameters (distance, square, volume, etc.)

c) the interpretation simplification (structure recognition, dose calculation for the x-ray therapy)

d) planning of the automatized surgical interference

The image compression reduces the memory capacity for the data storage and their transmission time.

The storage of images converted into the digital form at hard magnetic discs or CDs simplifies the archive organization and access to it.

The transmission of images converted into the digital form between medical establishments permits to several experts to consult for the diagnostic and therapeutic decision-making quickly and it improves the patient’s treatment control (teleradiology, telepathology).

In many cases in order to diagnose a doctor visually analyzes the images of the separate object’s sections, obtained during the tomographic research. However, for several clinical tasks similar to the surgical planning, it is required to understand 3D structure in all its complexity and to see defects. The experience has showed that the “speculative reconstruction” of objects by their sections’ images is extremely difficult and depends on the observer’s experience and imagination. In these cases we would like to present the human body the way it is seen by a surgeon or an anatomist.   
Visualization stages 

As known, in the computer memory only digital codes are stored. The descriptions of any images are stored as digital codes. In order to transform this sea of “0” and “1” into a image on the screen a computer must execute certain operations. The process of digital codes visualization is called rendering. For its realization the notions of image unit: pixel and voxel (volume image unit) are used.

The purpose of the usage of the volume visualization method in medicine is the creation of exact and realistic visual object presentation according to the medical data. Images obtained in the result even if they are essentially two-dimensional are often called 3D images or 3D reconstructions in order to differ them from 2D sections or usual X-ray images.

The procedure of the volume reproduction is called “volume visualization production line”, which main stages are segmentation and rendering methods (in English literature they use the term “rending”, which can be translated as transmission, statement, reproduction for the image synthesis process by the three-dimensional model. Similar by its meaning there is the word “screening” – method of an image on the display), in the basis of which the object surface representation or its voxel representation (voxel = volume pixel; and pixel= picture element) lies. 

After obtaining the set of tomographic images of the patient’s body, the data are usually subject to several reprocessing procedures for transformation and even filtration.

For the quality improvement the volume can be subject to the filtration procedure, similar to the one done for the 2D images processing.

The next step lies in the identification of different objects, represented in the volume data so that they could be marked out for visualization or, vice versa, to make invisible. This step includes segmentation and interpretation. The simplest means lies in the data binarization by means of the sensitivity threshold, for example, to distinguish bones from other tissues in the computer tomography. However, in some cases, specially for the MRT data usage, the most sophisticated segmentation methods are required.    

After segmentation there is the choice which rendering method to use further. More traditional approaches based on the object representation by their surfaces, at first the intermediate model is created, marking out the object surfaces. Then the rendering with the usage of any standard method of the computer graphics is executed. Relatively not long time ago the approaches based on voxel volume representation, which create three-dimensional object images from the volume data directly, were created. These methods use the complete information about the intensity values of the halftone image for the surface rendering, slots or transparent or semitransparent volumes. Both these approaches have their own advantages. The decision about which of the methods is to be used for the concrete application, depends on the memory capacity and computer capacity and also on the visualization purposes. Not long ago a new approach to the volume visualization, which uses the rendering methods, based on transformations, has been developed. 

The most important structures for the volume data description are the following ones:

- binary voxel model: voxels can take two values: 1 (object) or 0 (no object). This is a very simple model and it is rarely used. In order to decrease the memory volume necessary for the storage, binary volumes can be recursively divided unto smaller volumes, containing voxels of the equal value resulting data structure is called a 8-tree or octant tree.

- halftone voxel model: each voxel contains information about intensity. For half-tone volumes structures in the 8-tree form are developed as well.

- generalized voxel model: besides the information about intensity each voxel contains attributes, characterizing its belonging to different objects, or/and data from other sources (for example, MRT or PET).

- “intellectual volumes”: as the generalized voxel model a model where the object properties (such as color, names in different languages, indices for additional information) and their relations are modeled at the symbol level. This kind of data structure is the basic one for such advanced applications as medical atlases. 

The half-tone volume usually includes the big quantity of different structures, overlapping each other. In order to image one of them, it should be decided which data part is necessary to use and which one to ignore.

The first step in the object recognition should be the division of the half-tone volume into different regions which are homogeneous relative to some formal criteria and correspond to the real (anatomic) objects. This process is called segmentation. For the results presentation the most corresponding data structure is the generalized voxel model. In the next interpretation step, regions can be in identified and related to intelligent notions such as “white substance” or “ventricle”.  

All the segmentation methods can be divided into two types: “binary” and “fuzzy”, depending on the logic type placed in its basis: binary or fuzzy. During the binary segmentation there are always answers “yes” or “no” to answer the question if a voxel belongs to the certain region. This information is the presupposition, for example, for the creation of the surface image of the volume data. However, the disadvantage of this method is that it can’t cope with cases of uncertainty or cases when an object occupies only voxel part. In case of the fuzzy segmentation it isn’t necessary to take the decision “yes” or “no”, there are always possibility for each voxel to belong to this or that substance.

Now there are a lot of segmentation methods for 3D medical images, which can be divided into three types: methods on the basis of points, borders and regions. During the segmentation on the basis of points voxels are classified only in accordance with their intensity value. The methods of the image recognition and neuron nets are well-known. During segmentation on the basis of boundaries, in the represented volume the heterogeneities in the intensity distribution are determined using first or second derivatives for that. During the segmentation on the basis of boundaries, the properties of the whole regions are being considered, such as size and shape. Very often the combination of different approaches is used.  
Processing methods and analysis of biological signals
The implementation of the electrocardiogram (EKG) into the clinical practice by the Dutch doctor William Einthoven in 1903 marked the beginning of the new era in the methods of medical diagnostics, connected with the usage of electronics in the health care service. Since that time electronics and computers afterwards became the integral components of the biomedical signals analysis systems, executing the different tasks from the data pick up and the preliminary processing and artifacts elimination to the diagnostic features extraction and interpretation. Electronic equipment and computers started to be applied for the research of the wide spectrum of biological and physiological systems and phenomena such as electrical activity of the cardiovascular system, brain, neuromuscular and digestive system, the pressure change in the cardiovascular system, vibration sounds and signals from cardiovascular, musculoskeletal and respiratory systems, brain magnetic fields. And all above is far from being a complete list.

The first step in the researches of the physiological systems is the development of the corresponding sensors and equipment for the studied out phenomena transformation into electric signals which can be measured. The next step - signal analysis – isn’t always a simple task for a doctor or a specialist in the field of the biological science.

The clinically important information in the signal is often disguised by noises and breakthroughs. Besides, as a rule the signal parameters can’t be perceived directly by visual and audio systems of a person-observer.  For example, the big parts of the heart sound energy are concentrated on the limit or beyond the limits of the sound perception by most people.

The image of the superficial electromiographic (EMG) signal is too complicated for its visual analysis. Some tasks repeated or requiring the constant attention such as current monitor control of EKG of a seriously ill cardiological patient with the heart rhythm disorder can turn out to be boring and tiresome for a person-observer. Moreover, in signals of such type the variability from one patient to another is observed. Besides, the variability, induced by the subjectivity of the analysis of different doctors and analytics makes the reliable and consistent estimate and the realization of the observed phenomena a difficult and even impossible task. These factors determine the necessity in not only more developed equipment, but also in the development of methods for the objective signal analysis with the usage of the processing algorithms, realized by means of electronic equipment or computers.

Until recently the processing of medical signals was aimed for the solution of the following tasks: noise and power-line noise; spectral analysis for the comprehension of the signal frequency characteristic; modeling for the presentation of features and parameterization of the investigated processes. The recent times tendencies are directed to the quantitative objective analysis of physiological systems and phenomena through the signal analysis. The direction of the biomedical signals reached the level of the practical application of the signal processing methods and the image recognition for the effective and advanced noninvasive diagnostics, current monitoring of the seriously ill patients, rehabilitation and sensor support of the disabled. Methods developed by engineers find broader and broader application with the practicians and the equipment role in the diagnostics and treatment has achieved its deserved level of respect.

The signal interpretation by an expert in most of the cases is defined by the experience and qualification of an analyst; hence such an analysis is always subjective. The computer analysis of biomedical signals, if executed with the usage of adequate logic, is potentially capable to increase the objective component of interpretation given by an expert. This way, it becomes possible to increase the reliability or accuracy of the diagnostics even of an experienced expert.  This approach to the improvement of the health care level can be called the computer-supported diagnostics. 

The development of an algorithm for the biomedical signal analysis is, however, not an easy task; rather often it isn’t even the task-oriented process. An engineer or computer analyst often comes across the problems of variability and the diversity of features in biomedical signals, where they show up significantly more often than in physical systems – sources of these signals. Non-malignant diseases often disguise signs of malignant ones, malignant diseases can show up as specific signs, which manifestation isn’t however guaranteed. To take into account all the possibilities and freedom levels in biomedical systems is one of the most complicated problems for most applications. Methods, which have showed the good efficiency for certain systems or set of signals, can turn out to be ineffective in other situations, similar at a first glance.  

Living organisms generate the big torrent of signals, often disguised on the background of other signals and noises. The main aim of the signal processing is to filter the signals which are of interest to us from the background and to reduce the excessive data flow to several necessary parameters which are of the information value. Such parameters must be of value for the medical conclusion, solve a medical task, precise the mechanisms lying in the basis of a biological process, etc.

The aim of the biosignal study is to connect the obtained data (signals) with the studied out biosystem and on their basis to obtain the information which will become the knowledge in the result.

The information is formed on the basis of the obtained data by means of their interpretation (Fig. 8.2). The information from many patients is returned to a doctor. By means of inductive considerations* the new knowledge, attached to the basic medical knowledge, is extracted from this information. This knowledge is used for the interpretation of other data.
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Fig. 8.2.Data about a patient interpreted on the basis of the conclusive medicine

Standard stages of analysis and stages of computer biosignal processing


The main stages of the signal analysis in order to obtain a diagnostic conclusion and making treatment strategies (Fig. 8.3) can be gone through only once, for example, at the carrying out of the standard ECG research or many times, for example, at veloergometer research. 
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Fig. 8.3. The main stages of the signal analysis in order to obtain a diagnostic conclusion and making treatment strategies

The computer biosignal processing consists of at least 4 stages (see Fig. 8.4):

1) signals receipt (registration, measurement)

2) signal transformation to the digital form

3) detection (selection of diagnostically essential) parameters

4) signal interpretation (classification) 

[image: image26.png]Se [ [ St
etommion A

Etecic gt

Trnsfomet (gitzsd) Signal praetes
st




Fig. 8.4. Four stages of computer biosignal processing

The first two stages deal with the signal view and structure (i.e. syntaxes); the last two stages deal with semantic signal properties.

In the first stage (signal registration stage) chemical, mechanical and signals of other nature are converted into electrical ones by means of sensors, and signals of electric nature are read by means of electrodes. In this stage it is very important to sustain a signal so that its distortion in consequence of diffusion would be minimal.

In the second stage (transformation stage) signals are converted from the electrical form into the digital one for the further computer processing.

These transformations are shown at Fig. 8.5.
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Fig. 8.5. The sequence of biological parameter transformation at the signal registration and conversion into a digital form .

This way the transformation chain looks in the following way:

D(t) = φ2(A(t),(2)

A(t) = φ1(X(t),(1),

where φ1 – function of the transformation of the parameter X into the analogue electric signal A;

φ2 – function of the transformation of the analogue signal A into the digital signal D;

(1 – noise in the stage of φ1 transformation;

(2 – noise in the stage of φ2 transformation.

The functioning of a biological object is accompanied by the generation of the big quantity of signals. Out of them only the small part can serve for the diagnostics aims. The selection of such signals is realized in the 3rd stage of analysis and their interpretation – in the 4th stage.

Biosignals and their features

Biosignals are the result of biological process behavior. Such processes are extremely complicated and dynamic. Usually (but not always) biosignals are the time function. However it is quite difficult to describe them by means of analytical expressions. It is connected with the fact that the nature of biological processes which are the signal sources is constantly changed. For example, parameters which describe heartbeat and blood circulation, lungs and breathe function, blood formula and hormone system are very changeable and can vary constantly. This way signals obtained from these processes are characterized by dynamic and nonstationary nature.

Biosignals types

Signals of any nature according to the level of their value predictability are subdivided into determined and stochastic. For the determined signals the value of their parameters are univocally defined in time. The parameters of stochastic signals are the random values and they can’t be defined univocally, but can be predicted with the certain probability.

Biological signals are subject to the following classification as well.

I. Determined biosignals. In the general case the determined signals can be periodic, quasiperiodic (almost periodic), nonperiodic, galloping.

Repetitive biological processes such as heartbeat or breathing generate repetitive signals. In living organisms there are no pure periodic signals. It is more correct to classify them as quasiperiodic and nonperiodic. The example of nonperiodic signal is a signal from blinking eyes. A depolarized cell, stimulated by some signal also generates an electric signal (depolarization and repolarization wave) which is called the transitional signal. 

The separate group of determined signals is point processes which can be described as series of impulses. Point processes can be presented as a binary signal which is mostly equal to “0” and when some event takes place it becomes equal to “1”. Purely point processes aren’t generated by biosystems, though impulses of a cardiac pacemaker in sinus (SA) and atrioventricular (AV) heart nodes can be considered point processes. In point processes not only a signal shape is important, but also a moment when some event takes place, for example the beginning of depolarization in ventricles, connected with QRS complex activization in EKG (Fig. 8.6, a). 


Fig. 8.6. Point (b) process filtered from EKG (a) signals

Filtered EKG signal is a point process of a wave of only one complex Р- QRS-Т (с).

2. Stochastic signals are generated, for example, by cell groups which are depolarized at random (muscle or nerve cells in cerebral cortex, etc).

The wave shape of such signals is undetermined and can be described only statistically. Depending on the biological process type stochastic signals can be stationary and non-stationary ones. In case of stationary ones, signal features aren’t changed with time, for example when a patient’s condition is stable.

The difference between stationary and non-stationary signals is of interest. If a biological process is in dynamics we can expect that generated processes are also non-stationary. The example is EKG of a patient during an epileptic stroke. Parameters which can be obtained from non-stationary signals (for example, patients in intensive therapy wards) can be presented as the time function which is called the tendency analysis.     

Analogue-digital conversion

All the biosignals are analogue signals. This way before they are processed by computers, they should be converted into the digital form. Under the digital form the signal presentation in the binary numerical system is meant, where the presence of the electric signal corresponds to the value 1 and its absence – to the value 0. The transformation is realized by means of the analogue-digital conversion (ADC) (Fig. 8.5). And if everything is done correctly, the information contained in a signal isn’t lost and the original analogue signal can be restored from a digital one by means of the digital-analogue conversion (DAC). 

The ADC controller executes the conversion of input analogue signals into the digital form, acceptable for the computer input with the set repetition frequency of such conversions or discretization frequency.

At the analogue-digital conversion of biosignals it is necessary to answer 2 questions:

a) what should be the measurement frequency (discretization frequency)?

b) how accurately is it required to define the periodic signal amplitude value?

For the correct processing it is important so that the information wouldn’t be lost and distorted.

The very low frequency can evoke the information loss and the very high measurement frequency is excessive and doesn’t give the additional information, requiring the big computer memory volume.

For some biosignals amplitude can be measured with the accuracy only up to 1%; for other ones the admissible accuracy is 10%. For example:

· for an electroencephalogram Q-waves amplitude should be measured with the maximum possible accuracy as it can testify about the infarction presence.

· for an electroencephalogram the amplitude value itself isn’t of interest but the average amplitude values changes with time, which can also reveal some pathology, are important.     

If signals aren’t processed with rather high discretization frequency (measurement frequency) and if amplitudes aren’t measured rather precisely, signals will be distorted and it will be impossible to obtain the required parameters.

The measurement (registration) frequency defines the discretization of the system time. With this frequency the input of analogue signals from ADC and the processing of the control actions are made.

The choice of discretization frequency is defined by the upper frequency of processes which are necessary to register and analyze. From the radio engineering it is known (theorem of Kotelnikov (Niquist)) and its sequences) that for the isolation of a harmonical component in the spectrum with the upper frequency f, the input signal discretization frequency should be not lower than 2f.

For example it is common to think that the maximum spectrum frequency for an electrocardiogram is 100 Hz. This way, for the satisfactory presentation of the constant cardiosignal in the discontinuous form the reports should be at least twice more often than the minimal spectrum frequency, i.e. in our example 200 counts per sec (200 Hz)

On the basis of all above the following conclusions can be made:

1) Analogue variables discretization, including biosignals, is possible without information loss.

2) Discretization frequency fd is defined by the frequency signal spectrum and should be at least twice bigger than the frequency of high frequency signal harmonic. 

3) Discretization level is determined by the necessity to define parameters obtained during the signal processing.

Examples of biosignal analysis methods application

Methods of biosignal processing and interpretation are evolved all the time, mostly due to information technologies which are constantly being improved.

Biosignal processing and their interpretation have found the wide application in medicine. Let’s give several examples.

Functional analysis is carried out in diagnostic centers for the analysis of electromyograms or electroencephalograms, electrocardiograms, phonocardiograms, spirograms, etc.

Screening researches. Screening systems are meant for carrying out the before-doctor examination of the population and risk groups formation, are often based on the information received by means of biosignals. At the same time the same methods for the biosignal processing as at the functional analysis are used.

On-line analysis, which takes place in situations where a patient is observed in intensive care wards. Another example of the on-line analysis is the control of prosthetics of uninjured nerves or muscles.

In some cases the diagnostics equipment is hooked up to a patient for rather long time period (for example, monitoring by Holter at which the portative electrocardiograph is hooked up for 24 hours). In this case the constant data flow, incoming from the patient, needs to be reduced and documented. Without the application of biosignals processing methods and a computer it is impossible to realize this procedure. 

The signal processing methods are used in scientific researches. For example, in the physiology field the signal processing methods are used for the study of the cell depolarization processes.

You can find the concrete analysis methods in details in the lecture “Medical hardware-software complexes” of this text-book.

During the consideration of biological processes there are 4 different cases of the signal analysis (Fig. 8.7).

(a) Only output signal. The most general is a case where we deal with a biological process which yields only output signals (Fig.9.6a), we almost don’t have any information about a process - signal source. The approach used for the analysis of such signals is mostly empiric. The typical example of this situation is EKG.

(b)Evoked signal. The analyzed signal у is the result (response) for the known external signal x (irritant) (Fig.6a) Examples: stimulated responses during the EEG research, responses of nerve cells and fibers for mechanical or electric stimulation

(c) Testing during stimulation. As in the previous case the analyzed signal у is the reaction for the external irritant z.  The difference is that in the previous case the irritant is removed and only the organism reaction is registered and at the testing during stimulation the irritant action during the registration doesn’t stop. Example: electrocardiogram during physical exercises. Electroencephalogram during anesthesia.  
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Fig. 8.7 Four different situation in biosignal processing: only output signal (a), evoked signals (b), experiment during stimulation (c) and process modeling (d); y – output signal

 (d) Modeling. The presence of full knowledge about a process permits to develop the model of the biological process (Fig.8.7,d) The example is the blood circulation or heart activity model. Such models are used to investigate the process at specific conditions, training of neuron networks or signal parameters evaluation.

The down arrow in the drawing shows the presence of the feedback, the symbol δ characterizes the stage of the comparison “process-model”.

Rendering methods

(self-taught material)

There are three main methods of the introscopy: projection, tomographic, echosounding (including Doppler sounding). In order to project information, the studied object undergoes sounding (irradiation) to obtain its shadowgraph (projection) by electromagnetic, roentgenographic or optical waves. By means of tomographic methods it is possible to obtain either layerwise representations of an object’s inner structure, or a sequence of projections from different angles of the same plane. These pictures are further mathematically processed in order to produce a two- or three-dimensional reconstruction of the object.

It is possible to obtain images of some sections (Greek. tomos) by means of echosounding but there will be no mathematical reconstruction of the studied object based on the sections of its inner structure. 

Special software called renders is used to perform rendering. Such software is based on certain algorithms, some of which are discussed below.

Surface-based rendering. The key idea of this rending type is the building of the intermediate description of the required objects’ surface. If triangles are used as surface elements, then this process is called triangulation*. The set description is later used for rendering.

(*Note: triangulation - trigonometric action, for making a plan of a known terrain, dividing it into triangles, which are calculated using the trigonometric formulas.)

The big reduction of the data quality during the transmission from the volume image to the surface one can be referred to the evident advantages of the surface-based methods. Rendering time can also be reduced if during the surface formation the common data structures are used, such as nets with triangle cells, which rendering is supported by the software and hardware means.

On the other hand, on the surface reconstruction stage the big quantity of the precious information, contained in the image sections, is set aside.

If the representation as a surface has been formed already, it is impossible to get back and to get the initial intensity values. Object sections are pointless in this respect as there is no information about its inner part. Besides each criteria change for the surface determination, for example, thresholds requires all the data structure recalculation.

  Surface reconstruction from the volume. The first method widely used in medical systems was developed in the end of 70-ies. The half-tone volume is binarized by means of the intensity threshold. Then the list of voxel faces, located on the border between voxels, belonging to inner and external object parts, is created (fig. 8.2). It can be shown that the resulting surfaces are always well-defined and confined. The surface description, formed according to the algorithm is quite simple – all the faces have the same size and shape and can be oriented by 6 different means. Surely, this method gives only the rough approximation to the real object’s shape. That’s why in the final 3D image a lot of subtle details are absent.
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Рис. 8.2. Contours of the image.
Later methods which use all the half-tone information were offered. In the “marching cubes algorithm”, developed by Lorensen and Cline, the volume data cube which consists of 222 adjacent voxels, is considered. Depending on the fact if one or more voxels of this kind are contained inside an object (their values are higher than the threshold value), the surface part which consists of not more than 4 triangles (triangulation) is built and it is placed inside a cube. The exact localization of triangles is found by means of the linear intensities interpolation in the voxel edges. In the result we obtain the surface with big quantity of details and resolution higher than the voxel one. The surface orientation is calculated according to the intensity gradient.

During the marching cubes algorithm usage to clinical data the hundred thousands of triangles are created. It was shown that the quantity of these triangles can be significantly reduced by means of the subsequent simplification of the triangle net without the big information loss.

Filling. In general, filling is the realistic object image formation, taking into account its position, orientation and its surface characteristics and taking into account its light sources. The reflecting properties of a surface is described by means of the illumination models, for example, Phong model, which takes into account the properties of ambient, diffused and reflected light. The most significant output data of such models is the local surface orientation, assigned by normal vectors.

During voxel-based rendering the image is formed from the volume data. The main advantage of this method in comparison with other methods on the surface basis lies in the fact that all the additional information about intensities is stored during the whole rendering process.

It makes this method the ideal techniques for interactive data research. At this values and other parameters, which are initially unknown, can be changed. Besides, voxel-based rendering allows to combine images of different types: nontransparent and transparent surfaces, slits and maximal intensities projections. The disadvantage of voxel-based methods is the necessity to process big data quantity. It doesn’t allow to solve applied tasks on modern computers in the real-time frame. However, by means of special hardware means even now the rate of several shots per second can be achieved. 

Volume scanning. Voxel rendering means mainly differ by the scanning strategy: pixel by pixel (alignment by image) or voxel by voxel (alignment by volume). During scanning with the alignment by image volume data are chosen on rays along the observation direction. This method is known as the ray tracing method.

The main provisions of this method are illustrated on Fig. 8.3. The surfaces and objects visibility is easily determined along a ray. The ray can stop when it comes across the nontransparent surface. 
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Fig.8.3. The ray tracing method for the volume visualization. In this case for the object surface determination the intensity threshold is used.

The ray tracing method is the very flexible and well comprehensible scanning method. It is relatively easy to combine rendering methods for nontransparent, semitransparent and transparent surfaces. Besides, the image scanning can be simultaneously used for voxel rendering as well as surface data. The image quality can be changed by means of increasing or decreasing the sample step. All the presented illustrations are obtained by means of ray tracing algorithm.

On the other hand, the ray tracing algorithm application is limited by requirements of the big volume capacity and high computer capacity. In order to consider an object from different directions, it is necessary to provide the random access to all the input volume data. Besides, for skew ray the intensity interpolation in the points of the data sample is required. In order to decrease the computation time the rendering procedure is started from the small density of data sample in order to generate the resulting view. If a user doesn’t introduce any changes, then the data sample density gradually augments to the maximum resolution. Another approach uses the fact that the big time quantity is spent to trace the empty space away from an image object. If to limit rays so that data would be scanned only inside the providential volume around the investigated objects, the scanning time will significantly decrease.

During scanning with the alignment by volume the input volume data are selected along rows and columns of the 3D array and the projection of the selected prospect on the image plane in the observation direction is realized.

The volume can be scanned, starting with voxels, located in the maximum distance from the image plane and finishing  by voxels with minimal distance (back-to-front - BTF), or vice versa (front-to-back - FTB). In both cases several voxels can be projected  to the same pixel. If it is necessary to image the nontransparent surface, it is required to determine which parts will be visible. During the usage of the BTF techniques, pixels values are easily replaced by the new ones so that visible surfaces would only appear. When the technique FTB is used pixels that have already been recorded are stored using a special algorithm, so-called, z-buffer.

Scanning data in the same order in which they are stored these methods are quick enough even for computers with small random access memory. They are specially suitable for parallel processing. So far ray tracing algorithms have possessed the big flexibility during the combination of different image means. However, the new volume rendering methods, which use the alignment by volume, have been developed.

Surface filling. Applying one of the described scanning means, the visible object surface can be defined, for example, by means of the threshold. The filling algorithm, which calculates the normal vector to the surface very precisely, is known. The intensity of the voxels lying on the surface is determined by the transparency coefficient of the surface and the angle of refraction of rays of light at the interface of the material and the surrounding space.

Slit surfaces. If an object surface is obtained, then the most simple and effective method of its inner structures visualization is the slit formation. When the initial intensity data are imaged on the slit plane, they are understood in the anatomical content more easily.  The special case is the selective slit for which certain objects are excluded (Fig. 8.4).
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Fig. 8.4. 3D brain image by the MRI data. The initial intensity vales are imaged on the slit plane

Integral projection and maximum intensities projection. Another way to look inside an object is to integrate intensities values along the view axis direction. If all the volume data are used, then this method is the step to the old roentgenogram techniques. However, if such projection is built only by the selected data, then in several cases a result turns out to be useful.

For small bright objects, similar to vessels, registered by the magnetic resonance angiography (MRA), the method of the maximum intensities projection is more suitable (Fig. 8.5). At this approach along each ray along the volume data the values of maximum intensities are defined, which are later projected to the image plane. The advantage of this method is that during its usage neither segmentation or filling – procedures which can’t operate well for minute vessels – are required. However, this approach has its own disadvantage: as the method of maximum intensities doesn’t take into account the light reflection, resulting images don’t give the realistic three-dimensional object perception. The space perception can be improved, rotating an object, combining reflections from different surfaces or slit planes. 
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Fig. 8.5. 3D images of the brain vessels according to the magnetic resonance angiography (MRA) data  

But this approach has several shortcomings: final images don`t allow realistic 3D perception of objects because the method of maximum intensity projection does not take in account light reflection. Space perception can be improved by rotating of an object and combining projections from different surfaces or planes of a section. 

Though maximum intensity projection (fig.8.5, left part) detects more details of an object, yet space perception is more better while using of threshold segmentation and gradient-based fill (fig.8.5, right part)
Questions for discussion:

1. The notion of introscopy. Tomography as the introscopy method. Methods of tomographic introscopy.

2. Imaging methods (radiological and non-radiological) in medicine. The concept of medical images.

3. Analog and matrix (digital) image. The formation of matrix images.

4. The main types of images. Methods for visualization of medical images. List the main methods for obtaining two-dimensional and three-dimensional images.

5. Brief description of the main methods for obtaining two-dimensional and three-dimensional imaging (radiography, angiography, computer tomography, MR imaging, ultrasound, radionuclide studies).

6. General scheme of radiological imaging techniques.

7. Digital processing of medical images: aims and advantages. Reconstruction of volumetric objects.

8. Rendering. The elementary unit of the image (pixel, voxel). Conveyor stages of the volume visualization. The basic models of the computer coding of volumetric data: binary, voxel, halftone voxel, generalized voxel, intelligent volumes.
Questions for self-control:
1. Analog and matrix (digital) image. Formation of the matrix images. 
2. Rendering of surfaces. 
3. Surface reconstruction from the volume. 
4. Filling. 
5. Volume scanning. 
6. Filling of surfaces. 
7. Planes of cutaway sections. 
8. Integral projection and maximum intensities projection. 


TOPIC 6
Nanotechnologies
Topic’s plan
1. Historical information.
2. Nanotechnology science: definitions, tasks, practical application.

3. Nanoparticles

4. DNA-nanotechnology.

5. Nanomedicine
.

Nanotechnology is a key concept of the early XXI century, a symbol of a new third scientific and technological revolution. This is the "highest" technology on which major economies spend today billions of dollars. Scientists predict that nanotechnologies in the XXI century will revolutionize the matter manipulation in the same way that computers in the XX century revolutionized information manipulation. Their development opens up great prospects for the development of new materials, improvement of communication, development of biotechnology, microelectronics, energy and healthcare. Among the most probable scientific breakthroughs the experts mention a significant increase in computer performance, restoration of human organs with the use of the newly reconstituted tissue, production of new materials created directly from given atoms and molecules, as well as new discoveries in chemistry and physics. The development of nanotechnology will lead to revolutionary changes in computer science at the expense of transformation of both its technical facilities (computer and microprocessor technology) and the range of tasks.
Background
This branch of knowledge is relatively new and extends back a little over a century. The first scientist to use measurements in nanometers is considered to be Albert Einstein who in 1905 proved theoretically that the size of a sugar molecule is 1 nm.
The first theoretical studies initiating the development of nanotechnology tools are related to the solution of Schrodinger equations. A unique feature typical for quantum particles is their ability to penetrate through an obstacle, even when their energy is lower than the potential barrier corresponding to a given obstacle. An electron having met on its way an obstacle which requires more energy than it has, will not be reflected from this obstacle, but will overcome it due to the loss of energy (like a wave). A discovered phenomenon called "tunnel effect" (tunneling) enabled to explain many experimentally observed processes. In 1939, an electron microscope was created, which became the prototype of a new generation of devices permitting to explore the world of nano-objects.
In 1968, theoretical bases of surface nanotreatment were developed, and five years later the first theoretical quantum-chemical calculations of fullerene nanomolecule were conducted and its stability was proved.
Nanotechnology ideas started to take their modern form in the 1980s thanks to research conducted by E. Drexler, who worked in the Artificial Intelligence Laboratory at the Massachusetts Institute of Technology. Drexler proposed the concept of universal molecular robots operated by automatic control and collecting any objects (including similar to them) from molecules available.
Research on improving nanotechnology tools moved to a new level in 1981, when German physicists K. Binnig and E. Ruska, and Swiss scientist G. Rohrer from IBM Zurich lab tested tunneling microscope. Scanning tunneling microscope permitted to build a three-dimensional pattern of atom arrangement on the surface of conductive materials. With this microscope it became possible to "capture" an atom from a conductive surface and place it in the right place, that is to manipulate atoms and therefore, to assemble any substance directly out of them. Scanning tunneling microscope contains a miniature probe – ultra-thin gold needle the end of which consists of a single atom. The needle slides along the investigated surface of the sample approaching at a distance of about one nanometer. On the needle surface a small positive charge occurs, and the electrons therefore move from the sample surface to the probe. The probe is not in contact with the surface, although it is as close as possible thereto, i.e. a tunnel effect occurs. The probe scans the surface moving over the sample by means of special miniature engines able to set the pace up to 0.01 nm. Change in the tunneling current (flow of electrons through the probe) is fixed and converted into surface-mapping.
In 1986, G. Binnig developed a scanning atomic force microscope. Such a microscope, unlike the tunneling one, may interact with any objects, and not only with conductive materials. Instead of tunneling current an atomic force microscope measures the force of the Van der Waal’s repulsion of the probe from the sample surface. The probe has nanometer dimensions and is mounted on the micro spring-cantilever. Force interaction of the probe end with the investigated nano-object leads to the cantilever bending which is usually detected by a special optical system.
In 1991, carbon nanotubes were discovered. In 1992, E. Drexler scientifically examined practical application of molecular nanotechnology in a new scientific and practical direction that should be called "practical nanotechnology". It gave a powerful impulse to the beginning of the application of nanotechnological methods in the industry. In 1994, the first commercial nanoparticle-based materials began to appear: nano-powders, nano-coatings, nano-chemicals, etc. Rapid development of applied nanotechnology began.
In 2004, the carbon tube was connected to the deoxyribonucleic acid (DNA), and for the first time a single nanomechanism was obtained, which opened the way for the development of bionanotechnology.
Nanotechnology as a science: definition, objectives, practical aspects.

At the present stage of human development nanotechnology is understood to be interdisciplinary field of fundamental and applied science and technology that studies theoretical grounds and practical methods of investigation, analysis and synthesis, as well as production methods and the use of products with a given atomic structure by means of controlled manipulation of individual atoms and molecules.
The objectives of nanotechnology are:
− process study and control, usually in a scale of 1 nm, but not excluding the scale of less than 100 nm in one or more dimensions, when activation of dimensional effect leads to possible new applications;
− use of objects and materials properties in the nanometer scale which are different from those of free atoms or molecules, and also from bulk properties of a substance consisting of these atoms or molecules, in order to create improved materials, devices and systems implementing these properties.
So, nanotechnology may be defined as a set of methods and techniques enabling in a controlled manner to create and modify objects, including components with a size of less than 100 nm in at least one dimension, and acquiring fundamentally new properties which may be integrated into fully functioning system of a larger scale.
Like any other modern technology, the development of nanoscale technologies is accompanied by nanoscience – study of phenomena and objects at the atomic, molecular or macromolecular levels, the characteristics of which differ significantly from the properties of their macro counterparts.
In particular, nanochemistry is a branch of chemistry exploring the properties, structure and characteristics of chemical transformations of nanoparticles which will be discussed below. A distinctive feature of nanochemistry is the presence of dimensional effect – a qualitative change in the physico-chemical properties and reactivity in case of changing the number of atoms or molecules in the particle. This effect is usually observed for particles smaller than 10 nm, although this value is conventional.
Nanooptics is a branch of optics and nanotechnology which uses the light localized in the space that is much smaller than the wavelength (, or in the volume that is much smaller than (3 . The main objective of nanooptics is to expand optical technologies to the scale of length beyond the diffraction limit. The most obvious possible technological applications arising when overcoming the diffraction limit are microscopy, superresolution and superdense data storage. However, the field of nano-optics is not limited to technology applications and creation of devices, but opens the way for fundamental research of nanometer-scale structures.
Nanophotonics is a small branch of nanooptics which explores nanofields with a small number of photons, and studies the light behavior at the nanoscale.
Nanoelectronics is a field of modern electronics dealing with the development of physical and technological bases of creation of integrated electronic circuits and devices on their basis with elements of less than 100 nm. The main objective of nanoelectronics is to develop new electronic devices of ultra-small sizes, to create methods for their production and integration into integrated circuits. Consecutive technological transitions from electrical components to electronic lamps, from lamps to transistors, from transistors to integrated circuits permitted to create modern mobile phones, handheld computers, personal medical devices, and many other electronics products that became ingrained in everyday lives of modern people. Today, electronics is very close to the theoretical possibility to store and transmit 1 bit (logic state "0" or "1") of information using a single electron whose position in space may be specified by a single atom. Thus, the size of integrated circuit elements will constitute only a few atomic layers. However, with such sizes of elements (a few nanometers) laws of classical physics do not work, and the behavior of these elements is described by the laws of quantum mechanics.
Nanomedicine is monitoring, correction, engineering and control over human biological systems at the molecular level, using nanodevices and nanostructures.
Nanoparticles
As previously stated, the current trend toward miniaturization has shown that the substance may have completely new properties, if you take a very small part of the substance. Particles with size of 1 to 100 nm are usually called "nanoparticles".
Nano-objects are divided into three main classes: three-dimensional particles obtained by explosion of conductors and plasma synthesis; two-dimensional objects – films obtained by molecular and ionic layering; one-dimensional objects – whiskers obtained by molecular layering, introduction of substances into the cylindrical micropores, etc. In addition, there are nanocomposites – materials obtained by introducing nanoparticles into any matrix.
One of the most important problems facing nanotechnology is how to make molecules bunch together in a certain way, to self-organize in order to end up with a new material or device. The branch of chemistry called supramolecular chemistry deals with this problem. It studies not individual molecules, but interactions between them which are able to arrange the molecules in a certain way, creating new substances and materials.
Examples of supramolecular structures resulting from "self-assembly" of nanoparticles are shown in Fig. 9.1.
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Fig. 9.1. Supramolecular structures resulting from "self-assembly" of nanoparticles, including rotaxanes (the third fragment on the left).

To a wide extent nanoparticles include the following nanoscale objects: large molecules of organic macrocyclic compounds; non-covalent macrocyclic structures; polymer and dendrimer molecules; fullerenes, nanotubes, nanospheres, nanocylinders, nanofibers, nanowires, nanodiscs, nano-onions, etc.; graphene  underlying the structure of carbon nanoparticles; various combinations of nanotubes, fullerenes and other nanoparticles; nanoparticle assemblies.
Rotaxane is one of the objects of supramolecular chemistry. It is a compound in which ring molecules (different crown ethers, cyclodextrins, etc.) are put onto the linear molecule. Their specific feature – the ring and the rod are not connected by covalent bonds, but are held either by weak intermolecular interactions, or dimension molecules - stoppers are attached to the rod ends, which mechanically hinder the ring from sliding. If the length of the linear fragment allows, we can obtain a rotaxane with multiple rings – polyrotaxsane. Some polyrotaxsanes have already found their application. During the formation of polyrotaxsane coordination properties of crown ether change and, consequently, it is possible to influence selectivity of the ring capture of certain metal ions. For example, there is an attempt to use molecular necklace for purification of the compounds in the laboratory. Polyrotaxsanes may be used as drug carriers. Their interaction with the blood cells has been studied in detail and it is established that oxypropylene polyrotaxsanes affect certain properties of the membranes. The first attempts to include them in theophylline and insulin have been already made.
Highly relevant areas of application of rotaxanes are supramolecular devices and switches. Rotaxanes are useful in this regard because their molecular order, i.e., spatial arrangement of their components may be easily controlled. By introducing photo-, electro or ionoactive groups into rotaxane molecules it is possible to transfer energy, electrons or ions, as well as to transmit signals or store information.
Dendrimers. Thanks to advances of macromolecular chemistry, along with usual polymers of linear and branched structure, unconventional high-molecular compounds – dendrimers have been obtained, as well as the products of their further polymerization – dendritic polymers. Dendrimer looks like the crown of a tree growing from a single root. A dendrimer molecule has a reaction center (root) with increasingly branching molecular chains (branches or dendrons). Dendrimer synthesis is performed in stages from a single reaction center by step-wise extension of branched chains with terminal functional groups. Eventually, through the number of growth stages a dendrimer molecule with any degree of branching may be obtained. If branching is large enough, such a particle resembles a hairy ball or coil. Very complex molecules of many proteins and protein micro-organisms, such as viruses have such a structure (fig. 9.2).
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Fig. 9.2. From left to right: a virus model and two types of dendrimers.
Inside a dendrimer there may be cavities filled with the substance in the presence of which dendrimers were formed. If a dendrimer is synthesized in a solution containing a medicinal drug, this dendrimer becomes a nanocapsule with this medicinal drug. Also the cavities inside the dendrimer may contain radiolabeled substances used for diagnosis of various diseases. Moreover, filling the dendrimer cavities with necessary substances it is possible, for example, to assemble nanoelectronic circuits from different dendrimers. Thus, a dendrimer filled with copper may serve as a conductor, etc. A promising trend in the application of dendrimers is their possible use as nanocapsules that deliver medicinal drugs directly to cells that need these drugs. More information on these technologies will be provided in the section of medical applications of nanotechnology.
Fullerenes. Great achievement of nanochemistry was the discovery of fullerene in 1985, which is another allotropic modification of carbon (after diamond, graphite and carbyne) (fig. 9.3). A fullerene got its name after the American architect Richard Fuller (1895-1983) who designed the dome of the US pavilion at the exhibition in Montreal in 1967 in the form of articulated pentagons and hexagons. C60 fullerene molecule resembles a soccer ball, hence the second name – "footballene."
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Fig. 9.3. A. Biosphere Building in Montreal (architect Buckminster Fuller). B. Fullerene molecule C60.
For the first time a fullerene was identified as a result of impact of high-power laser beam on a solid graphite target. Fullerene, as unsaturated hydrocarbons, is capable of addition reactions with organic and inorganic molecules, which opens up broad opportunities for nanotechnology. Fullerene biological activity is primarily based on three properties of these molecules: lipophilicity featuring membrane-acting properties, electron deficiency resulting in ability to interact with free radicals, and the ability of their excited state to transfer energy to normal oxygen molecule and convert it to singlet oxygen. Fullerene property to form active oxygen is used in photodynamic therapy, which is one of the methods of cancer treatment. Fullerenes are able to be incorporated into the surface of cell membranes, possess transport and antioxidant properties. It has been shown that fullerene may reduce the activity of HIV integrase - protein responsible for integration of viral DNA into human DNA. Fullerenes interacting with this protein are able to change its conformation, thereby affecting its functions.
Today, fullerenes are prospective and promising objects of nanobiotechnology. However, the study of fullerenes and their properties are only at an early stage, and prior to their application in medical practice it is necessary to examine in detail the impact on living organisms, interaction mechanisms between the cell and its separate compartments.
Nanotubes. Other carbon nanoparticles similar to fullerene, but different in structure and properties have been obtained. It is believed that they are formed by folding graphene planes in the seamless tube at high temperatures (graphene will be discussed below) (fig.9.4).
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Fig. 9.4. Single- walled, double- walled and triple-walled carbon nanotubes.
For nanotubes a typical diameter is one to several tens of nanometers and the length is up to several centimeters. The nanotubes may be either single-walled and multi-walled inserted one into another (Fig. 9.4). Carbon nanotubes are constantly in the focus of attention of the world scientific and engineering community due to variety of unusual physical properties which include, first of all, the amazing strength combined with high elastic deformation, permitting to obtain ultrastrong composite materials. Electronic properties of nanotubes are also very unusual. On the one hand, there are tubes with a good electronic conductivity, greater than conductivity for recognized conductors (Cu, Ag), on the other hand, most of the tubes are semiconductors on the basis of which it is possible to create various electronic devices with extremely small dimensions. In particular, development of memory devices with a recording density up to 1014 bit / cm2 is a real prospect. One of the most remarkable properties of nanotubes is connection between the geometric structure of the nanotube and its electronic features that can be predicted on the basis of quantum chemical calculations. Orientation angle of the graphite plane relative to the tube axis determines conductivity it will have: metal or semiconductor.
The ability of nanotubes to overcome the biological membranes and penetrate through the blood-brain barrier is the basis for research related to the use of nanotubes as carriers for targeted drug delivery.
According to forecasts, in 20-25 years nanotubes will be used as conductors, stabilized nanoparticle assemblies – as a memory of molecular computers which will replace the current semiconductor silicon computers, and in the next 10-20 years, a new generation of computers - quantum and DNA computers will appear.
The part of super molecules and supramolecular assemblies to be used in molecular computers instead of silicon chips may reasonably be called "intelligent molecules". They may exist in two states, one of which possesses electric conductivity. Conversion from one state to another may be accomplished by heat, light, chemicals, electrical and magnetic fields. Such molecular switches are in fact future transistors of molecular computers. Their size will be smaller by two orders of magnitude. This will greatly increase productivity (by ten orders of magnitude). According to forecasts, the future molecular computers may be 100 billion times more efficient than the current one. In addition, new and very promising projects, such as creation of nanoscale electrical contacts by applying metal coatings on proteins and biomaterials are being considered.
Graphene is a crystalline carbon film one atom in thickness. It is so light that it is easily held on flower petals (Fig. 9.5). Graphene possesses a whole set of interesting prospective properties for various applications: high conductivity, transparency to light, ability to mechanical tension, chemical inertness.
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Fig. 9.5. Graphene. It is so light that it is easily held on flower petals.

Graphene is a highly conductive material, almost transparent and absorbs about 2% of light in a broad optical range – from ultraviolet to infrared. Therefore, graphene may be used in liquid crystal displays, solar cells or photoelectric sensors as a highly conductive and transparent external electrode. Quite a limited number of materials possess at the same time a good conductivity and transparency. Another important property of graphene is that its tensile strain reaches 20%. This will make possible to produce curved or flexible electronics and will be important for a variety of gadgets. For example, the screen of a tablet may be rolled into a diameter of a few centimeters. The most attractive application is probably the use of graphene in a high-speed microelectronics.

DNA nanotechnologies
The basis of life – DNA – in the future may become the basis of electronics, replacing traditional silicon. Indeed, this molecule has indisputable advantages – small size and ability to self-organization permitting to create much more compact circuits than modern microelectronics industry offers. Due to chemical bonds, DNA strands may act as components of microcircuits, "assembling" when mixed in accordance with the algorithm specified by the researcher. The basic idea of the technology is as follows. Molecule A is connected to one of the complementary strands, molecule B – to the second strand. We have two substances: A(((( and B(((( where -(((( a conventional representation of a single DNA molecule. When mixing these two substances between two single DNA chains hydrogen bonds are formed which will attract molecules A and B to each other. Let’s conventionally represent the compound obtained: AB((((. DNA molecule may be easily removed after the process end.
A simple method for converting flexible DNA biomolecules into rigid polyhedrons has been already developed (Fig. 9.6 on the left). Nanopyramids are spontaneously formed from biomolecule fragments, and DNA autonomously "chooses" such a configuration. For this purpose molecule fragments were placed in a saline solution which was brought to a boil. Tetrahedron-shaped macromolecules were found in the solution after cooling. Each of the six tetrahedron edges consisted of "twisted" DNA. Yield (the proportion of "transformed" molecules) made up 95 percent. Tetrahedrons may be considered as "building blocks" for more complex structures, in particular, they may be "glued" to obtain a variety of three-dimensional nanoconstructions. Tetrahedron "skeletons" are going to be used in nanoelectronics. In addition, it is possible to deliver toxic drugs in DNA "containers" into infected cells. Unlike other molecules with cavities, "DNA-containers" are convenient because in the body there are enzymes for their destruction. By varying the sequence of nucleotides that make up DNA, maximum selectivity of such dosage forms may be achieved.
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Fig. 9.6. Pyramid of DNA strands (left); ordered structures of DNA strands (right).

In addition, the technology permitting to 'unwind' long DNA strands and form close tolerance blanks has been developed. This creates additional opportunities for future nanoelectronics. DNA strands are "stretched" from the drops of water with a molecule solution using a nanoscale comb. For this purpose a comb is immersed into the water drop containing twisted DNA molecules. Some of the molecules falls between the comb teeth and unwind as they are pulled out of the water. These DNA strands were successfully arranged into complex structures (Fig. 9.6, right).
Another example of a "DNA nanoassembly" is nanostructured grids. The self-assembly property of DNA molecules were patented for mass production of nanostructures in the form of a grid of 4x4. This achievement is a step towards the production of electronic and optical circuits with the scale 10 times smaller than currently available. Instead of using silicon as the basis for creating circuits the grids of the DNA strands were used. The smallest size of the grids obtained is between 5 and 10 nm, compared with 65 nm of modern silicon chips. To demonstrate the stated features scientists synthesized billions of individual grids on which the letters were arranged using protein - an abbreviation of "D," "N" and "A" (Fig. 9.7 shows their image obtained by atomic force microscope).
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Fig. 9.7. An example of inscription ("D," "N" and "A"), obtained using nanostructured grids.

The creation of such grids is now possible thanks to the DNA binding properties, i.e. when a large number of DNA strands may be connected with each other only in a certain way. In the described process the grids of at least 10 times smaller than in the current best lithographic processes appeared. The use of construction elements of DNA capable of self-organization enables to simultaneously produce billions of copies of the required structure.
Nanomedicine
Nanomedicine – is a new interdisciplinary field of medical science is currently in the stage of formation. Its methods only emerge from laboratories and most of them yet exist only in the form of projects. However, most experts believe that these methods will be fundamental in the XXI century. For example, the National Institutes of Health included nanomedicine in the five priority areas for the development of medicine of the XXI century, and the US National Cancer Institute is going to apply the achievements of nanomedicine in the treatment of cancer. A number of foreign scientific centers have already demonstrated prototypes in the areas of diagnosis, treatment, prosthesis and implantation. 
At present, there are three approaches to nanomedicine, through which it is supposed to carry out diagnosis and treatment at the cellular, sub-cellular and molecular levels. These include the "top down", "wet" nanotechnology and molecular nanotechnology.

The approach of "top down" is to further improve existing microdevices, in the first place – in their further miniaturization. Modern technologies allow to make microelectronic devices such as micromotors, accelerometers, gyroscopes, various microsensors, microvalves, micropumps, and the transmission gear smaller than a micron.

Currently, a number of scientists around the world working on developing microdevices that could operate inside the human body. Such devices may be permanently fixed in the tissues, moving passively or actively. In the latter case, they can "crawl" on the surface of the inner cavities of the human body, swim in the internal fluids, or even "perforate" currently moves in the tissues.

For example, modern apparatus for investigation of the gastrointestinal tract has a size of several millimeters, carries a miniature video camera and lighting system. These frames are sent out. Devices of this kind would be wrong to attribute to the field of nanomedicine. However, opening wide prospects of further miniaturization and integration with nanosensors and onboard systems control and communications on the basis of molecular electronics and other nanotechnology. 

Energy sources of such systems is the utilization of substances that are contained in the internal environment of the organism. In the future, such devices can be equipped with manipulators and devices for autonomous locomotion. In this case, they will be able to penetrate to the desired location of the organism, to collect there a local diagnostic information, delivering medicines and, in an even more distant future, to carry out "nanosurgical operation" destruction of atherosclerotic plaques, the destruction of the cells with signs of malignant transformation, restoration of invalid nerve fibers, etc.

"Wet" nanotechnology is based on investigation of biological systems in an aqueousmedium which include genetic material, membranes, enzymes (biocatalyzers) and other cell components. It is based on the use of mechanisms existed in nature and comprised of several branches.  

(Biotechnology  implies  using of existed organisms in order to develop  biorobots. At present, there is an experience of application of microorganisms in the form of biorobots with controlled genetic modifications. 
(Virus as a robot. At present viruses are actively used for entering into a cell of new genetic material. In perspective it may be used various robots – viruses capable of recognizing a specific cell type which are located in particular state. Depending on the specific situation such robot virus can kill the cell (for example, causative agent diseases), or to introduce it in the required DNA or RNA molecules –up to a complete replacement of damaged genetic material.

Cells in the human body can move purposefully, sometimes long distances, to destroy other cells or, alternatively, incorporated into damaged tissue in place of the dead. By artificial modifications may make the cells to destroy atherosclerotic plaques, regenerate damaged organs, limbs, etc. The cells may carry the label, allowing them to monitor the movement of the body, secrete substances into the environment, supporting diagnostic information.

(Cell as a robot. Cells in the human body can move purposefully, sometimes long distances, to destroy other cells or, alternatively, incorporated into damaged tissue in place of the dead. By artificial modifications may make the cells to destroy atherosclerotic plaques, regenerate damaged organs, limbs, etc. The cells may carry the label, allowing them to monitor the movement of the body, secrete substances into the environment, supporting diagnostic information.

( Molecular biology. In humans, there is a huge variety of enzymes, proteins and compounds that have diverse and highly selective activity. Some of them, together with nucleic acids, genetic ensure operation mechanism. For example, a molecule of DNA ligase enzyme moving along the DNA double helix, corrects errors in the nucleotide sequence constituting the helix. Such errors inevitably occur due to temperature, of various chemicals, radiation etc. Molecule DNA ligase is a DNA molecule travels along it detects irregularities in the nucleotide sequence, decides which of the 2 strands of DNA assume correctly, "catches" from the environment desired nucleotide removes wrong and puts in its place the right. In practice, it behaves like a robot that solves a rather complex and multivariate problem situational behavior. A very promising direction is to modify the existing or the synthesis of new proteins, which in combination with a DNA capable of solving other more complex problems, such as the treatment of invalid or aged cells. It must be admitted, however, that the required level of understanding of the science of enzymes is not yet reached. A simpler way would be to use the ability of the protein molecules and shorter polypeptides bind selectively to each other and with the molecules of other substances in preassigned supramolecular structure. In particular, in the preceding section was examined the ability of self-assembly of DNA molecules. 

Molecular nanotechnology is the most promising approach to nanomedicine. It is based on the design and manufacture mechanosynthesis individual molecules having given properties in advance. An example of this is the construction of carbon - fullerenes and nanotubes, discussed above. 

According to the theory E. Drexler of the diamond-like carbon may also be produced molecules having a wide variety of form "parts" - gears, rods, components, bearings, joints, molecular turbine rotors, moving parts manipulators etc. (Fig. 9.8).
Currently, these molecules are not synthesized, but calculations show that they may exist, and be resistant to interact with each other. It is expected that with the help of scanning probe microscopes, either by self-assembly molekuly- "details" can be collected in an efficient nanoconstructions. Hypothetical nanoconstructions able to move in the environment and equipped with on-board control system are called nanorobots.
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Fig. 9.8. Conventional scheme of  tooth clutch (wheels), made of molecules by nanotechnology method.

Among the projects of future medical nanorobots already exists on the internal classification of the field of use in microbivores, respirocytes, klottotsity, vasculoid and others. Microphagocytes belong to a class of medical nanorobots are artificial immune cells. They are designed to destroy pathogenic microorganisms in blood and ensure the transport of oxygen and carbon dioxide It is assumed that microphagocytes will be found in humans foreign elements and process them faster and neutral compounds "cleaner" than own phagocytes. Respirocytes erythrocytes are analogues that are considerably more functionality than their natural prototypes. Their implementation will reduce the constant human need for oxygen, allowing for a long time to go without him, that will help people, who suffer asthmatic conditions. It is assumed that these nanomachines will analyze the signals from the sensors to their adoption of the acoustic command from a doctor. Clottocytes artificial analogues of platelets. These machines will quickly arrest the bleeding by rapid delivery to the site of bleeding artificial connecting network, which allows to hold blood cells, stopping the flow of blood.. Vasculoid - mechanical prosthesis that is based on microbivores, respirocytes and clottocytes, which is part of a project to create a robotic blood ("Roboblood"). The machine is a set of medical nanobots able to live and function in the human body, performing all the functions of the natural circulatory system. It is assumed that the robotized blood allows its owner to get rid of germs, viruses, atherosclerotic plaques, and repair damaged cells.

It is very relevant for nanomedicine is to create devices such as nanomanipulators. At present, prototypes of several options "nanotweezers". In one case, the carbon nanotubes used were two 50 nm in diameter, arranged in parallel on the sides of the glass fiber with a diameter of about 2 microns. When applying voltage to them nanotubes could diverge and converge like the halves of a pair of tweezers. In another case, we used a DNA molecule changes its geometry during the conformational transition or break bonds between the nucleotide bases in the parallel branches of the molecule.

There is a number of active nanomedicine technologies in the world have been developed for now. Selective drug delivery, quantum dots diagnostics, lab-on-a-chip, are referred to them.  

Selective drug delivery enables receiving of medicine by diseased organs without affecting sound tissues. Radiation therapy or chemotherapy, for example, kill malignant cells but in the same time they destroy normal tissues.  Solution of this task becomes possible with creation of drug delivery vehicle. It allows to prolong activity of pharmaceutical substance, to provide necessary biocompatibility, to protect drugs from anticipatory biodegradation, to increase the ability of drugs to overcome membrane  and  hematoencephalitic barrier. Drug delivery vehicle also provides controlled release of pharmaceutical substance reducing side effects.

Application of transport allows to prolong the action of the drug compound and provide the necessary biocompatibility; protect drug compound from premature biodegradation; to increase its ability to overcome the blood-brain membranes and biological barriers; aiming to carry out a tissue and / or target-specific transport of the drug; to provide controlled release of drug compound to maintain its optimal therapeutic concentrations in blood and tissues while minimizing side effects.

List of nanometer structures that have already been applied or to be applied in the near future for the development of transport systems of drugs is large enough. These include fullerenes, dendrimers, lipochastitsy, nanoparticles of gold, silver, quantum dots, magnetic nanoparticles nanoparamagnetiki, nanocrystals and nanopowders, nanoparticles based on silicon, etc. In the last years, particular attention is paid to the phospholipid nanoparticles - colloidal transporters of drugs, the effectiveness of which make a substantial contribution sizes (less than 100 nm.). Phospholipid nanoparticles (liposomes, micelles) Biodegradable, biologically inert, do not cause allergic, antigenic or pyrogenic reactions. 

The surface lipid nanoparticles, as compared to other particles, can be easily modified for targeted delivery. They can be used to transport a very wide range of biologically active substances from medicinal substances to gene constructs. Today developed liposomal formulations of anticancer drugs (doxorubicin, methotrexate, vinblastine, actinomycin, L-asparaginase), and a number of peptides,  bovine insulin, and anti-inflammatory corticosteroids (cortisone, hydrocortisone, dexamethasone). It looks very promising use of liposomal formulations for the treatment of intracellular parasitism (leishmaniasis, malaria, toxoplasmosis). It is an actual problem of encapsulation in the liposomes and intracellular introduction of nucleic acids.

For high-tech targeted drug delivery are also tiny self-assembling cube-shaped containers. They are relatively inexpensive, and can be produced in large numbers. Furthermore, due to its metal structure, the position of the containers inside the body can be monitored using magnetic resonance. It is believed that such microcontainers can be equipped with electronic components that will ensure their use as biosensors in the human body, or allow to release drugs in response to a radio signal from the outside.

Quantum dots (QD) are the new generation of biomarkers used for different fields of clinical diagnostics, such as cancer and autoimmune diseases. QD are the fluorescent semiconducting nanocrystals possessing of new quantum properties due to its small size. Typical size of QD is lying in the range between 1 and 20 nm that depends on the nature of substance. QD absorbs electromagnetic radiation in the wide range of wavelengths and emits in the narrow wavelength region. It makes them effective source of light. The color of fluorescence, in the first place, depends on the size of anoparticles. QD are the new generation of biomarkers used for different fields of clinical diagnostics, such as cancer and autoimmune diseases. QD may be traced inside the organism and biologically connected QD can help to detect viruses, bioplasts, cells, tissues “in vitro” and “in vivo” (Fig. 9.9). 
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Fig. 9.9. QD used to indicate tumor focuses (left picture), for labeling living cell and to visualize intracellular structures (right picture).

Lab-on-a-chip (LOC) is a device used for biochemical and medical analysis. It is separate chip made of silicon or pyrex. 
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Fig. 9.10. Portable intelligent sensor (lab-on-chip) used for blood analysis.
Usually it is necessary to make a chemical reaction between reagent and biological material in order to detect or estimate quantitatively the specific substance in it. The substance which obtained as the result of chemical reaction can be revealed by  analyzing device. If such substance has a color or beams, then spectrophotometry or fluorimetry can be used for its identification. By the same principle, the LOC works with biological and non-biological material. Biological microchip has solid padding with small cells each one of them has fixed reagent served as probe for chemical reaction. Reagents can be mixed to required concentration or separated by transmitting of electrical impulses from microchip. Used in medicine lab-on-a-chip substitutes functions of variety traditional macroscopic laboratory processes, such as preliminary preparation, response, and detection. Advantages of this technology is that the analysis is less time-consuming and needs just portable microdevice. Small amount of sample and reagent increase effectiveness and reduce the cost of microanalysis in analytical chemistry and biochemistry. Product reagents are able to react on bacteria or chemical contaminants.
Biocompatible nanomaterials. Special peculiarities of nanomaterials are used for growing of artificial organs and tissues. For example, the methods of cartilage regeneration cartilaginous tissue no donor cells of the patient. Special gel containing cartilage cells via the arthroscope is inserted through small incisions exterior. New tissue grows and is connected to the normal cartilage, and the gel self-destructs after a programmed period of time. Gel base comprise peptides capable of forming nanofibers 10-20 nanometers in diameter. The artificial nature of the nanoparticles eliminates the possibility of contamination of the patient.

In the field of dentistry developed direction of the use of nanomaterials for the restoration of the mechanical properties of dental enamel and surface technology by nanonapyleniya to make them antibacterial properties.

At the stage of testing is Self-retinal implant - a complex result of the application of microsystems technology and nanotechnology. His task - to restore partial vision in cases of blindness caused by retinitis pigmentosa. The system includes a tiny camera in the frame of glasses that transmits images of the surroundings to a special adaptive signal processor. By wireless communication device transmits the image information inside of the diseased eye, where miniature electrodes deposited on the flexible film with the retina appropriately stimulate the optic nerve. If this development is successful, it will be the first man-machine interface for the view. 

All of this is an incomplete list of nanotechnology in medicine.

It is impossible to ignore the opposite aspect of the impact of nanotechnology on the environment. Nanotechnology can benefit tremendously, but also cause great harm. They can pose a threat to the environment and human health. These nanotechnology products have a truly fantastic properties. They are ultra-strong, ultra-small and overactive. Risk of nanomaterials, primarily, consists in their microscopic size. Due to its small size, nanomaterials are chemically more active, but because of the large total surface area even nanosubstances low toxicity can be very toxic. In addition, the chemical properties of the "Nano-" can significantly vary due to manifestation of quantum effects, which ultimately can make a safe substance very dangerous. And finally, because of its small size nanoparticles freely pass through the cell membranes, damaging cellular organelles and disrupting the cells. 

Nanoworld man gives endless vistas, but also great risks, leading to a thorough examination of new technology solutions.

Questions for discussion:

1. Nanotechnologies. The development of nanotechnologies. The scanning tunneling microscope. Atomic-force microscope. Nanotechnology challenges.
2. Nanochemistry, nanooptics, nanophotonics, nanoelectronics..

3. Nanoparticles. Three main classes of nanoparticles. Nanocomposites. Supramolecular structures.
4.  Rotaxanes, dendrimers, fullerenes, nanotubes, graphene. 

5. DNA- nanotechnologies: ideology, prospective application.

6. Nanomedicine as a new interdisciplinary field of medical science.

7. Main approaches to nanomedicine: 
            - «Top-down» approach;
            - «Wet» nanotechnology;
            - Molecular nanotechnology;
           - Nanorobots.

8. Nanomanipulators.

9. Targeted Drug Delivery.

10.  Diagnosis of diseases with the help of quantum dots.

11. Lab on a chip.

12. The biocompatible nanomaterials and implants.

13. The risks of nanotechnologies.

TOPIC 7
STATISTICAL METHODS OF THE PROCESSION OF RESULTS OF MEDICAL-BIOLOGICAL RESEARCHES
(self-taught material)
Lecture’s plan:

1. Data description

2. Laws of distribution of discrete random variables

2.1. Binomial distribution

2.2. Poisson distribution

3. Distribution laws of continuous random variables

3.1. Normal distribution law (Gaussian)

3.2. Selective distribution and its characteristics

4. Graphical method of the statistic data representation

5. The verification of statistical hypotheses

6. Nonparametric methods of mathematical statistics

Data description

The aim of mathematical statistics is to create methods of statistic data collection and procession to obtain scientific and practical conclusions. This aim is achieved by means of two main tasks.  

The first task of mathematical statistics is to show the means of collection and grouping of statistic data obtained in the result of observations or specially set experiments. 

The second task of mathematical statistics is to develop methods of statistic data analysis depending on the research aims such as:

а) the evaluation of unknown probability of an event, the evaluation of unknown distribution function, the evaluation of distribution parameters which type is known, the evaluation of the random variable dependency on one or several random variables, etc.

б) the verification of statistical hypotheses on an unknown distribution type or on the distribution parameters value of know type.

The first step of statistical analysis is the classification of data type, i.e. their labeling to this or that measurement scale. Measurement scales can be continuous (temperature, hemoglobin index in blood) and discrete (disease outcome. Blood group). Besides the measurement scales are subdivided into: 

· quantitative (interval) (atmosphere pressure, hospitalization duration);

· ordinal (test marks, patient’s state),

· nominal (color, sex).

Nominal (the «weakest») scale. Numerical values of measurement results serve to determine separate possibilities, changing their titles and names. For example, if the sign value can take “yes” or “no” meanings, then they can be marked as 1 and 0 (it is so called alternative variation). Only ratios x = y, or x ≠ y have meaning.

In ordinal scale, for example, the scale of exam marks (2, 3, 4, 5) only comparison operations have meaning. Such operations as addition and subtraction have no meaning. 

Interval scales – are the genuinely quantitative scales (length, temperature, time). For them all the operations above and ratio operations х  у, ху etc. have meaning. 

The random variable is the variable which takes one of the many possible values in the result of an experiment, and the appearance of this or that value of this variable represents a random event. A random variable with finite or countable set of possible values (for example, the quantity of children born in the maternity hospital during 24 hours) is called discrete random variable. Continuous random variable is a random variable which can take any of the values which belong to an interval (intervals) where it exists (for example, weight and height of a new born).

In order to set the discrete random variable it is necessary to indicate the distribution law of this value which can be set as a table, formula or graph.

The setting of distribution function is one of the means of setting a continuous random variable. 

Distribution function is f(х) function, which sets the probability that a random variable х will take the value less than х in the result of tests:

F(х) = р(х<х).

It is also called integral function. The function of the continuous random variable f(х) is a non-decreasing continuous function.

Apart from the distribution function in order to set the distribution law of a continuous random variable the probability density function  
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The random distribution law is the fullest characteristics of this random variable, however, often it is enough to have the information which is set by means of numeric characteristics of this random variable among which the mathematical expectation, dispersion, root mean square deviation are often used.

The mathematical expectation of a continuous random variable is calculated by the following formula: 
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The mathematical expectation of a discrete random variable: 
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, where xi – ith  is the value of a random variable х, р(хi) – is the probability of ith values of a discrete random variable.

The dispersion of a continuous random variable can be calculated according to the following formula: 
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The dispersion of a discrete random variable can be calculated according to the following formula: 
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Root mean square deviation 
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The mathematical expectation м(х) is similar to the notion of average value of a random variable; dispersion d(х) – is the mathematical expectation of the squared deviation of a random variable from its mathematical expectation (center); root mean square deviation, as well as dispersion characterizes the value of the values range of a random variable around its м(х).

Let’s consider the distribution laws which are the most frequently applied during the analysis of medical-biological data.

Distribution laws of discrete random variables

Binomial distribution (Bernulli distribution). Binomial distribution is the distribution of the number of occurrence of some event (let’s mark it as A) in series of n independent tests, at this in these tests the event probability is constant (let’s mark it as р). This way the considered discrete random variable (x) can take one of the following ranks of values 0,1,2,…m…,n, where m – is the arbitrary value of x value with probabilities.

The probability of the occurrence of arbitrary value m is calculated by Bernulli formula 
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Numeric characteristics of the random variable X, distributed by binomial law are calculated by the following formulas: M(х) = np, d(х) = npq

Let’s emphasize once more that two opposite events (а and 
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, yes – no, true – false, heads – tails, positive outcome of a laboratory experiment, etc) can become the outcome of each test. These aggregates, which consist of elements of only 2 types, so-called two-valued and dichotomic, are often met in practice.

Example. Let х – be the number of recessives among n descendents, obtained during the breeding of two hybrids gg(gg. According to the Mendel theory the probability that a descendent of 2 hybrids will be a recessive is equal to 0,25. In the frames of Mendel theory х is a random binomially distributed variable with probability: 
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I.e. by means of substituting the certain values, we’ll obtain the probability of occurrence of m recessives among n descendents.

Poisson distribution. This distribution is met in many practical tasks (for example, at the disease analysis, visits to medical and preventive treatment institution, emergency calls, requirements to pay the annual insurance, etc.). Let’s consider the discrete variable x which can take integer nonnegative values 0, 1, 2,…,m,...,n. It is considered that the sequence of values isn’t limited. The say that the random value x is distributed by the Poisson law, if the probability that it will take the certain value – m is equal to 
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,  where а – is a parameter of the Poisson law, а>0. The mathematical expectation and dispersion are equal between each other and are equal to the distribution parameter: м(х)=d(х)=а. The Poisson law is ultimate for the binomial distribution, where simultaneously n((, p ((, at this nр remains constant and is equal to the distribution parameter: nр = а. Usually the Poisson formula is used at а < 4 and р < 0,1. Due to the feature of the Poisson law to reflect the binomial distribution at big quantity of experiments and small probability of event it has another name – law of rare events. 

The Poisson distribution is met in tasks with the sequence of random events. i.e. events which take place one by one in random time moments

At this the following conditions should be executed:

1) the probability of the occurrence of any number of events during some time interval depends on the length of this interval and doesn’t depend on the beginning of the count and on how many times this event has occurred. 

2) for the short time interval the probability of the occurrence of one event is proportional to the length of this interval and significantly increases the probability of the occurrence of two or more events.  

Example. Vaccine forms the immunity to some disease with the probability of 0,999. 4000 city citizens were vaccinated. What is the probability that 2 of them didn’t obtain the immunity.

а=np=4000(0,001=4
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Distribution laws of continuous random variables.
Normal distribution law (Gaussian). In biology and medicine more often the random variables which have the distribution law similar to normal, for example, respiratory rate, cardiac rate, dynamics of the population growth, etc are considered.

For the normal distribution law the probability density is set by a formula:
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 where а – is the mathematical expectation, and ( ( root mean square deviation, (2 ( is the dispersion. 

Let’s mark that the standard normal distribution is the distribution with м(х) =а= 0 and d(x)=(2 = 1, the distribution density of which has the following view: 
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The probability density of the standard normal distribution has the view, shown at Fig. 6.1, the function of its distribution is shown at Fig. 6.2.

In case of normal distribution the change of mathematical expectation doesn’t change the curve form, but just shifts it along X axis. At the dispersion change the curve form is changed (Fig. 6.3). From the figure, it can be seen that the bigger the dispersion is, i.e. the bigger the level of the random variables dispersion, the flatter and more stretched a curve becomes and vice versa.
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	Fig. 6.1. The probability density of the standard random variable.
	Fig. 6.2. The function of distribution of standard normal random variable.
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Fig. 6.3. The change of the probability density form of a random variable depending on (.
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Fig. 6.4. The graph of the normally distributed random variable density with the mathematical expectation and dispersion 
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Let’s remind that the square under the graph of the probability density function is equal to 1 and represents the probability of the certain event.

The main quantity of the observed results is grouped around the most probable value а. In the practical application the rule of “three sigmas” is important, i.e. a normal random variable with the probability of 0,997 enters the interval [(а-3(; а+3()]. In the interval [(а-2(; а+2()] 95,5% of all values lie, and in interval [(а-(; а+()] – 68,3% of all values.

Sampling distribution and its characteristics

Let’s suppose we need to study a quantitative sign of general population (let’s remind you that general population is the biggest aggregate which unites all the elements which possess some features (a feature which presence allows to refer elements to this population)). Let’s assume that from theoretical considerations it was possible to determine which distribution has the studied out sign. Naturally the task of the parameter evaluation appears which defines this distribution. For example, if it is known in advance that the studied out sign is normally distributed in the general population, then it is necessary to evaluate (to find the approximate meaning) of the mathematical expectation and root mean square deviation as these two parameters completely define the normal distribution, if there are reasons to think that a sign has, for example, the Poisson distribution, then it is necessary to evaluate the parameter а , which defines this distribution. 

The set of values (х1,х2,...,хn) of the studied out random variable X, which is obtained in the result of n experiences, is called the n volume sampling. According to the frequency of occurrence of this or that value of a random variable x in a sampling, one can judge about the frequency of the occurrence of this value in the whole general population. Sampling is called representative if its composition and structure according to its essential characteristics corresponds to the composition and structure of the general population.

Let the studied out population be boys born in a big city during 24 hours and the sign X is their weight. Measured values xi (kg) and their frequencies ni are presented in Table 6.1.

Table 6.1

	xi
	2,7
	2,8
	2,9
	3,0
	3,1
	3,2
	3,3
	3,4
	3,5
	3,6
	3,7
	3,8
	3,9
	4,0
	4,1
	4,2
	4,3
	4,4

	ni
	1
	2
	3
	7
	8
	12
	13
	10
	7
	6
	5
	6
	6
	5
	3
	3
	2
	1


In order to build Table 6.2 all the range of the possible weights of the new-born was divided into 18 similar intervals or classes with the same width Δх=0,1. As a continuous random variable is characterized by the probability density and distribution function, which sampling evaluations are the density of relative frequency and cumulative relative frequency respectively. Table 6.2 is completed by lines which contain the values of these variables.

Table 6.2

	Class number
	1
	2
	…
	8
	…
	17
	18

	Class interval
	[2,65;2,75[
	[2,75;2,85[
	…
	[3,35;3,45[
	…
	[4,25;4,35[
	[4,35;
4,45]

	Frequency (ni)
	1
	2
	…
	10
	…
	2
	1

	Relative frequency 
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	…
	0,02
	0,01

	Density of relative frequency
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	0,2
	0,1

	Cumulative relative frequency
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	0,01
	0,03
	…
	0,01+0,02+
+0,13+0,1=
0,56
	…
	0,99
	1,0


The point estimate of the mathematical expectation 
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 is the sampling mean calculated by the formula: 
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The point estimate of dispersion 
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For example, s2=0,1580 kg2. 

Graphical method of statistic data presentation

Statistic graph is a drawing where statistic data are shown by means of dots, lines, geometric figures and other symbols. 

Statistic distributions, represented by the tables shown below can be visually shown as a polygon, bar graph and cumulant. A bar graph can be considered as the empiric probability density and the cumulant can be considered as the empiric distribution function for a random variable (in our case – the weight of a new-born boy).
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Fig. 6.7. The polygon of the variational series frequencies represented at Table 6.1 and 6.2.
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Fig. 6.8. The bar graph of variational series represented at Table 1 and 2.

Let’s remind you that the total square of rectangles which form the bar graph is equal to 1.

The built graphs give grounds to consider the distribution close to normal and to move to finding the sample estimate of the mathematical expectation and dispersion which, as mentioned before, completely defines the analytical distribution form.
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Fig. 6.9. The cumulant of the variational series represented at Table 2.

The check of statistic hypotheses 

As it was mentioned, one of the tasks of mathematical statistics is the verification of statistics hypotheses which are formulated during the study of a sampling
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The statistic hypothesis (let’s mark it as н0) — is a hypothesis about the supposed type of the studied out probability distribution or about the parameters values of this distribution. For example, the hypotheses about the independence of two random variables, about the equality of the distribution parameters etc. Using the sampling 
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 they calculate the special function (let’s mark her as T) of variables х1, х2, …, xn, which is called statistics, i.е. Т = т(х1, х2, …, xn). A criterion of statistical hypothesis is formulated, i.e. a rule which allows to reject or not to reject the hypothesis н0 on the basis of the sampling 
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.  The criterion defines the critical region of the value of T statistics so that the hypothesis н0 is rejected, if the value of T belongs to the critical region and isn’t rejected in the opposite case. 

The described rule of the hypothesis reception or approval doesn’t unambiguously define the correctness or fallacy of a hypothesis. Here 4 cases are possible:

1) the hypothesis н0  is correct and it is accepted according to the criterion (let’s mark the probability of this as α);

2) the hypothesis н0  isn’t correct and it is rejected according to the criterion (let’s mark the probability of this as 1-β);

3) the hypothesis н0  is correct, but it is rejected according to the criterion (in this case they say about the error of the first type; let’s mark this probability as р; this probability is called the significance level of the test and is equal to 1-α);

4) the hypothesis н0  isn’t correct, but it is accepted according to the criterion (in this case they say about the error of the second type; the probability is equal to β).

If only one alternative hypothesis н1 competes with the hypothesis н0  then the probability to reject the hypothesis н0 when hypothesis н1 is correct is called the power of test. It is equal to 1-β. The graph of the probability dependency 1-β of the probability р=1-α is called the operating characteristic function of a test. They act in the following way: by the statistics distribution T the table critical value depending on P – the earlier set significance level (in medical-critical researches it is usually equal to 0,01 or 0,05) – and it is checked by the inequality т(т0. If the inequality is correct, then the hypothesis н0 is accepted. If it turns out that t>т0, the risen hypothesis н0 is rejected.

For example, let us verify the hypothesis that  independent results of the observations х1 . . ., хn are subject to normal distribution with the average meaning а= а0 at the known dispersion σ2. 

In order to verify this hypothesis the average sampling 
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 is found and the test т statistics is calculated by the formula: т=
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If we could examine not the only sampling which is at our disposal, but all the similar samplings from the general population, then T statistics would be the normally distributed random variable T with the distribution parameter (a=0; σ2 = 1). Having set the significance level p (for example, 0,05), according to the corresponding tables of the normal distribution the critical value т0 could be found (in this case it is equal to 1,96).

If т becomes more than т0, then the risen hypothesis that the sampling is taken from the general population with the average meaning а0 is rejected.

Coming back to the errors of first and second type, let's mark that for a doctor the most essential error is the error of the first type – genuinely sick patient is recognized as a healthy one (the hypothesis about the disease is erroneously rejected). However, not less deplorable can become the error of the second type – to recognize a healthy person as a sick one (erroneously accepted hypothesis) and to start curing him. It is natural to require so that the test for the verification of the given hypothesis would lead to erroneous data less often.

The usual procedure to build the best test is to choose a test which would have the smallest probability to reject the erroneous hypothesis among all the tests with the set value of significance р (probability to erroneously reject).

Surely, it is desirable to minimize two errors at the same time but at the fixed sampling volume it is impossible as when the value of one of them will decrease, the value of another one will increase.

Let’s note that the significance level is maximally acceptable probability to erroneously reject the hypothesis н0 which is correct in fact for a researcher, i.e. the error of the first type made by a researcher. The value of the significance level is set by a researcher arbitrarily however usually it is equal to 0,05 or 0,01 or 0,001.

The value of β-error depends on the value of the expected effect and the sampling volume. Often the value of β-error is set by the 0,2 value. Taking into account the admissible level of this parameter there is a possibility to calculate the sampling volume necessary to reveal an effect of the certain value.

Nonparametric methods of mathematical statistics

Nonparametric methods of mathematical statistics are methods of the direct evaluation and verification of hypotheses about the theoretical probability distribution and these or those general features (symmetry, independence, etc.) according to the observation results. 

The name «Nonparametric methods» (n.m.) emphasizes their difference from classic (parametric) methods where an unknown theoretical distribution supposedly belongs to some family depending on the finite number of parameters (for example, the family of normal distributions) and which allows to evaluate the unknown values of these parameters and verify these or those hypotheses relative to their values) according to the results of observations.

The peculiarity of n.m. in distinction of classic parametric methods lies in the independence on unknown theoretical distribution. 

A lot of methods of mathematical statistics are based on the assumption that a variable studied by a sampling either has normal distribution or distribution which can be considered normal with the admissible accuracy. As in case of normal distribution the random variable distribution law is completely defined by two parameters which have the meaning of mathematical expectation and dispersion of this value, the realization of methods mentioned above is connected with the evaluation of values of these parameters by sampling, due to which such methods are called parametric.

Meanwhile, the random values distributions rather strongly differ from normal distributions. Moreover, the quantitative and semi-quantitative signs, which don’t admit the parametric description, can be studied. That’s why the methods of nonparametric statistics take the important place in statistics. These methods can be applied during the study of features of separate sampling population and comparison of two or several similar populations. 

 In the first case one of the most important tasks is to define the similarity of the random variable (empiric) distribution to some supposed distribution or to another empiric distribution. With this aim the Kolmogorov-Smirnov test can be used. During the usage of this test Dn variable, which represents the maximum value of the module difference between distribution function of the compared distributions, is defined, where n – is the number of observations in a sampling (sampling volume). The obtained maximum Dn value is compared to critical values of Dn(р), for which tables for different sampling volumes and significance levels (р) are made. 

Another type of tasks connected with the study of the sampling features is the verification of statistical hypotheses about samplings. For example, the iteration test permits to define if the sequence of certain events or variables in the investigated sampling is random.  

Rather big quantity of the methods of nonparametric statistics is developed to define the authenticity of difference of two sampling populations. The following tests refer to these methods:

1) tests applied during the estimation of paired researches, for example, to define some index of patients before and after their treatment. The signs test, maximum test, Wilcoxon test belong to this kind of tests. The most powerful test is Wilcoxon test 

2) tests applied to the analysis of two independent samplings, though these tests, in principle are applicable for the solution of the previous task. Inversion test (Mann-Whitney U-test), serial Wald-Wolfowitz test belong to the tests of this group. 

Let’s note that in order to define the authenticity of difference of two sampling populations the Kolmogorov-Smirnov test mentioned above can be used and it is one of the most powerful tests of this group. At the same time for the usage of this test rather big volume of the sampling is required.  

Among nonparametric methods of connection investigation methods of the rank correlation definition take place. At this the methods of the calculation of Spearman’s or Candell’s rank correlation coefficients can be used.

We don’t describe the methods of calculation by means of the tests mentioned above, as at present time calculations are carried out by computers by means of standard statistic packages of statistic programs.

Questions for self-control:
1.Data description. Random variable and its types.

2.Distribution laws of discrete random variable:
-binominal distribution;
- Poisson's distribution.
3. Distribution laws of continuous random variable:
- normal distribution (or Gaussian) law;
- empirical distribution law.
4. Estimate of sampled population characteristics.
5. Ttesting of statistical hypothesis.
6. Type I error and type II error.
7.Non-parametric methods of mathematical statistics.
8. Criterion Kolmogorov-Smirnov.
9. Iteration criterion.
10.Determination of two samples validity. 

11. Sign test, maximum-likelihood criterion, Wilcoxon test.
12. Inversion test, Van der Waerden test.
13. Wald–Wolfowitz test.
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